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ABSTRACT

Purpose – Based on personality - job fit theory (Kristof-Brown, 2006) and social exchange theory (Blau, 2017) 
we explaine evidence of the relationship between proactive personality, proactive feedback seeking behavior, 
and the job performance of platform workers. We also examine the moderating role of perceived organizational 
support in relationship between proactive personality and feedback seeking behavior and job autonomy as a 
moderating role between the proactive feedback seeking behavior and job performance of platform workers.
Design/Methodology/Approach – This study follows structural equation modeling following a partial least 
square method on a sample group of 171 platform workers selected by convenient random sampling techniques 
and analyzed by SmarlPLS 4.0 to test research hypotheses. 
Findings – Research findings show that proactive personality plays an important role in promoting proactive 
behavior seeking feedback and job performance, and affirms the positive moderating role of perceived platform 
support between feedback seeking behavior and proactive personality. The study also confirmed that proactive 
feedback seeking behavior has a direct and indirect impact on the performance of platform workers, and this 
relationship is further strengthened in conditions of highly autonomous work. 
Research Implications – Some implications of human resource management on digital labor platforms are 
also proposed to improve the efficiency of human resource management.

Keywords: feedback seeking behavior, job autonomy, job performance, perceived platform supports, platform 
workers, proactive personality
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Ⅰ. Introduction

The free economy creates beneficial conditions 
for the development of digital technology as an 
intermediary between individuals (platform labor 
or businesses) and customers, simultaneously 
attracting labor (platform workers) to provide 
services through applications (ILO, 2021). The 
salient feature of platform employment is the 
relationship between workers and separated and 
dispersed enterprises; workers can be flexible and 
proactive at work, but the lack of certainty and 
formal supervision in the traditional employment 
environment (Hien et al., 2021). Instead, operating 
platforms rely heavily on the par t icipation 
of labor and the establishment of policies to 
motivate employees to actively improve work 
eff iciency to contr ibute to the achievement 
of the organization’s goals (Wiesenfeld et al., 
2001). Therefore, in this form of work, proactive 
worker personality is recognized as a decisive 
factor for the job performance and the level of 
contribution to the platform. When a worker 
has a proactive personality, it tends to control 
the situation and take initiative to adapt to the 
working environment. Therefore, the development 
of governance activities for platform workers, 
such as at tracting new workers, promoting, 
and maintaining the participation of proactive 
workers, plays an important role for the existence 
and development of digital labor platforms (Shin 
& Jeung, 2019). Therefore, a study of proactive 
personality, factors inf luencing the proactive 
behavior of platform workers, and decisions that 
encourage these behaviors in order to enhance 
work outcomes is necessary in the context of 
the development and sustainability of digital 
labor platforms. This largely depends on the 
engagement and, more importantly, continuous 
participation of workers (Sun et al., 2015). The 
theory of job-appropriate personality by Holland 
(1997) suggested that personality characteristics 
of individuals reveal their ability to adapt to work, 
specifically in that personality characteristics 
that match job characteristics increase work 
productivity and job satisfaction. The unique 

personality of the individual creates a tendency to 
be consistent when situations arise that trigger the 
personality of the individual to actively perform 
positive behaviors to solve the situation (Tett & 
Burnett, 2003). This proactive personality aims 
to align the external environment with personal 
factors through a number of activities such as 
seeking feedback, negotiating, and forming career 
initiatives (Parker & Collins, 2010). However, 
according to social exchange theory, workers will 
be more proactive and effortful at work when 
they feel repayment from the organization (Blau, 
2017; Cropanzano & Mitchell, 2005). Positive 
emotions as a result of receiving support from 
the organization contribute to improving worker 
efficiency (Ford et al., 2018). In addition, job 
autonomy play an important role in promoting the 
proactive personality and behaviors of workers. A 
job that provides freedom and self-determination 
for workers is a su it able envi ronment for 
employees to express initiative and creativity 
(Hackman & Oldham, 1976). In a platform job 
that offers proactive and flexible working times, 
workers can determine when to work depending 
on their own working conditions, suitability with 
their capabilities, and circumstances. Workers 
must be proactive if they want to achieve the 
desired level of reward and income. Proactive 
platform workers often place the focus on tasks 
per formed, act ively learning and growing 
knowledge and skills to meet the requirements 
of the task. On the other hand, in a that lacks the 
supervision of the platform, the work performance 
of platform workers is measured and evaluated 
based on customer feedback. Platform workers 
must proactively perform evaluation seeking 
to help properly perceive their own capacity, 
constantly improving to achieve higher work 
results. Proactive behavior depends on policy 
support from the platform, such as information 
suppor t, providing additional resources for 
workers to successfully complete tasks, and the 
level of autonomy in each task. The issue of basic 
human resource management is still a young 
topic compared to the traditional context, so it is 
necessary to provide more evidence of this issue 
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in the context of the strong increase of digital 
labor platforms.

The paper focuses on the relationship between 
proactive personality, proactive behavior seeking 
feedback, and job performance, as well as the 
mediating role of feedback-seeking behavior with 
the relationship between proactive personality and 
job performance, and considers the modertating 
role of organizational support and work autonomy 
in these relationships in the context of digital 
labor platforms in Vietnam. The study makes 
use of personality - job fit theory and social 
exchange theory in explaining these relationships 
(Blau, 2017; Kristof-Brown, 2006). This research 
contributes significantly to the management of 
digital labor platforms in promoting the proactive 
behaviors of workers.

Ⅱ. Literature Review and 
Hypotheses

1. Proactive Personality, Proactive 
Feedback Seeking Behavior, and 
Platform Workers Performance

Job performance is an important concern 
for both individuals and organizations. Job 
performance is described as the extent to which 
workers perform tasks and responsibilit ies, 
including the quantity and quality that individuals 
achieve (Mak et al., 2011). In organizational 
terms, policies, procedures, and work outcomes 
demonst rate a level of job responsiveness 
appropriate to individual resources (Pineda-
Herrero, 2010). Pradhan and Jena (2016) pointed 
out three components of job performance: task, 
adaptive, and contextual performance. In this 
study, the job performance of platform workers 
was based on contextual performance for several 
reasons. On (1) digital labor platforms, customer 
satisfaction determines the performance of 
workers. This is based on feedback to rate 
platform worker performance (Meijerink & 
Keegan, 2019). Most (2) digital platform workers 

spend their time interacting with customers. 
This results in digital platforms workers that 
are more likely to engage in customer-directed 
Organizational Citizenship Behavior (OCB). 
Unlike traditional OCB that is much more focused 
on employees and organizat ions, customer-
directed OCB focuses on customers (Brown et 
al., 2002). Customer-directed (3) OCB includes 
understanding customer needs, helping customers, 
and improving customer service. Moreover, 
platform workers perceive future work-requests 
depending on customer ratings on the platform 
(Brown et al., 2002). 

Job autonomy refers to the degree of freedom, 
independence, and right to self-determination 
in the process of scheduling or work processes 
(Oldham & Hackman, 2010). Jobs that have high 
level of autonomy will require high responsibility 
in reality. Job autonomy is a key characteristic 
that is particularly relevant to job engagement 
in the level of autonomy afforded to workers 
(Zheng et al., 2011). Morgeson and Humphrey 
(2006) suggested that the job autonomy has 
three components of self-determination: decision 
making, self-determination work methodology, 
and self-development. An intrinsic motivating 
factor of platform workers is the openness of 
work, which gives workers the power to choose 
tasks, and how they are to be performed (Ye & 
Kankanhalli, 2017).

Perceived organizational support concerns 
employee beliefs about the extent to which the 
organization recognizes their contr ibutions 
and concer n for happiness (Eisenberger & 
Stinglhamber, 2011). They perceive the support 
of the organization, including the awareness of 
the organization’s attitude toward them (Shore & 
& Tetrick, 1991). Perceiving the support of the 
organization is a method of supporting activities 
including: resources, information support to 
understand and solve problems, support by the 
organization leader, and policies for compensation 
and benefits (Eisenberger & Stinglhamber, 2011; 
Kurtessis et al., 2015).

A proactive personality is a way in which 
individuals respond to environmental factors 
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through actions (Bateman & Crant, 1993). It is 
characteristic of an individual to consistently 
identify opportunities and try to act appropriately 
to produce desi red resu lt s  (Crant ,  2000). 
A proactive personality demonstrates self-
dete r minat ion and conf idence in f i nd ing 
opportunities and solutions in actions to improve 
work performance. A proactive personality plays 
a decisive role that allows platform workers to 
identify opportunities and solve problems at work 
(Crant, 2000). 

Proact ive behaviors a re behaviors that 
employees actively perform to improve working 
conditions, or new behaviors in response to 
inappropriate working conditions (Grant & 
Ashford, 2008). Proactive behavior at work 
focuses on the future with the goal of making 
changes, or adjusting yourself to the context 
(Ashford et al., 2018). The performance of a 
variety of tasks promotes proactive behavior 
at work in anticipation of external changes and 
uncertainties that may affect work. With the 
characteristics of labor, this study chooses active 
behavior at work as the behavior of actively 
seeking feedback from customers. First, feedback 
at work is evaluation information about the 
quality of the work of the employee. Positive 
feedback helps improve external motivation 
(Gagné & Deci, 2005). In technology delivery 
services, a requestor provides feedback on the 
quality of services provided by employees, and 
these are grounds for establishing a reward and 
penalty mechanism as to understand employees 
feedback (Bederson & Quinn, 2011). 

Proactive personality can be viewed as a: this 
perspective suggests that houses can be damaged, 
and be damaged by people in the house (Bateman 
& Crant, 1993). Greguras and Diefedorff (2010) 
showed that proactive personality predicted 
performance and organizational citizenship 
behaviors. According to Crant (2000), proactivity 
has a positive impact on employee attitudes and 
behaviors because proactive individuals identify 
or create opportunities that create favorable 
conditions for individual or team effectiveness. 
Proactive individuals are not limited by resources 

and situations. They also f ind opportunities 
and act, propose, perform, and process until 
a change is made (Crant, 2000). In addition, 
Kim et al. (2010) showed that the proactive 
people have many possibilities, determined new 
processes. Erdogan and Bauer (2005) and Kim 
and Wang (2008) found a gap between mastery 
and search, speeding up the process. Anseel et 
al. (2005) argued that proactive workers often 
seek feedback from stakeholders in order to 
reduce environmental uncertainty in order to 
achieve improved eff iciency through work. 
Meanwhile, employees can have both positive 
emotions and high levels of self-improvement and 
efficiency (Bergeron et al., 2014). On the basis 
of this overview, we formulated the following 
hypothesis. 

H1: Proactive personality has a positive 
impact on the proactive feedback seeking 
behavior of platform workers. 

Feedback i s  of  g rea t  va lue  i n  helpi ng 
employees achieve goals and adjust work behavior 
(Ashford et al., 2003). It is a valuable resource for 
achieving goals through the adjustment process. 
At the beginning of the work, behaviors to seek 
feedback from the stakeholders are considered 
a basis for improving the work process and 
creating a high level of effectiveness that will 
create self-confidence in workers; that will they 
have the ability to redesign the work process and 
master the situation (Nae et al., 2015). Feedback-
seeking behavior is the effort of employees to ask 
superiors, colleagues, or customers to provide 
an assessment of their work results, the results 
of which allow employees to actively use their 
resources to improve work results (Bakker et al., 
2012).

H2: Job feedback seeking behavior has a 
positive impact on the job performance of 
platform workers.

Proactive workers are considered crucial to the 
organization because they are more productive 



(Kammeyer-Mueller et al., 2013). This initiative 
helps them adapt to new tasks faster by grasping 
the work environment and understanding the work 
faster (Zhang et al., 2012). Proactivity in planning, 
understanding work, and actively improving work 
methods positively impacts work results (Bakker 
et al., 2012). According to personality - job fit 
(Kristof-Brown, 2006), employee personality has 
the ability to predict individual job performance, 
including career success, job performance (Kim 
et al., 2010), innovation and creativity (Parker 
& Collins, 2010). We form the third hypothesis 
below.

H3: Proactive personality has a positive 
impact on the job performance of platform 
workers.

2. Moderating Role of Perceived 
Platform Support and Job Autonomy

According to Bamberger and Belogolovsky 
(2017), it is very diff icult to achieve a high 
job per for mance without suppor ing f rom 
organization. Fuller et al., (2012) and Li et al. 
(2010) indicated that proactive behavior depends 
on the opportuinity tobe proactive. According 
to organizational support theory (Eisenberger 
& Stinglhamber, 2011), when an organization 
appreciates employee dedication and considers 
their benefits, the staff will take pride in being 
a member of the organization and continuously 
make efforts to improve work performance, and to 
perform behaviors that exceed the organization’s 
requirements, such as engaging in proactive 
behavior. In order to f ind out if workers are 
interested in the organization, they need to feel 
adequate in the support of the organization and 
will help to actively participate in behaviors tow 
the understand the results, and specifically seek 
feedback from stakeholders to actively improve. 
Organizational support theory suggests that when 
workers feel support from an organization, they 
will feel affection for the organization. This makes 
them feel obligated to commit to the organization 
(Eisenberger & Stinglhamber, 2011). Perceived 

organizational suppor t leads to posit ive job 
attitudes and behaviors. When people are in need 
of knowledge support, resources, and identify with 
the meaning of the organization, the effort to adapt 
to the organization will be shown by improving 
work capacity through the input of customers, 
supervisors, colleagues (Qian et al., 2018). This 
results in both benefits to the organization and 
employee; employees improve positive attitudes 
and organizations reap the benefits of perceived 
organizational support. In such a situation, workers 
actively managed by digital labor platforms tend 
to view themselves as employees (Maleki & Kuhn, 
2017). Given this past research, this study proposes 
the following hypothesis.

 
H4: Platform support perception plays a 

moderating role between proactive 
personality and the proactive feedback 
seeking behavior of platform workers.

The relationship between proactive behavior 
and work outcome can change depending on 
the “health” of each worker. The behavior of the 
individuals will be strong in random or forecasted 
situations. Accidental situations are considered 
to be a repository of explicit expectations about 
appropriate behavior providing incentives to 
perform desired behaviors (Nguyen et al., 2020). 
In organizations, self-control is used to measure 
the health of the infrastructure at work (Sørlie et 
al., 2022). Hackman and Oldham (1976) defined 
autonomy as the level of freedom that people have 
to schedule and determine the way they complete 
their work. Job autonomy allows the worker 
change work in order to improve behaviors and 
proactivity (Frese et al., 2007). Some studies have 
shown the relationship between job automy and 
proactive behaviors, including receiving comments 
from stakeholders and owner actions in developing 
new work processes (Tornau & Frese, 2013). 
Wang et al. (2017) pointed out that job autonomy 
moderates the relationship between proactivity 
and participation, from which work isaffected to 
some extent. Even when an employee works in 
an environment with high autonomy, personality 
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is activated. Job autonomy leads to high self-
confidence (Saragih, 2011). In some cases with a 
low level of autonomy, the operation of factories 
can be affected because monitoring for errors 
and rules prevent freedom. Therefore, in a low 
job autonomy, worker behaviors are less likely to 
contribute to job performance because they have 
no ability or benefit from being able to shape these 
behaviors. Thus, we formulated the following 
hypothesis. 

H5: Job autonomy plays a moderating role 
between proactive feedback seeking 
behavior and the job performance of 
platform workers.

3. The Mediating Role of Proactive 
Behavior Seeking Feedback 

A critical function of feedback is to regulate 
behavior by helping employees work toward 
def ined goals. Therefore, seeking feedback 
can help workers determine whether work 
meets standards (Tuckey et al., 2010) Based on 
conservation of resources theory, proactivity 
is a critical individual resource, especially for 
marketing employees required to take initiative 
and plan work. To improve function at work, 
proactive people use personal resources to seek 
feedback from supervisors (Putra Utama & Eflina 
Purba, 2019). Feedback is an important factor that 
enables proactive people to improve performance 
and inf luence results. Seeking feedback is a 
three-stage process, consisting of motivation, 
cognition, and behavior (McCormick et al., 
2019), in which initiative in personality leads to 
the information seeking behavior of of employees 
(Dahling et al., 2015; Harrison et al., 2015). At 
the same time, it promotes the improvement of 
work results. The respective hypothesis is formed 
below.

 
H6: Proactive behavior seeking feedback 

plays a mediating role between proactive 
feedback seeking behavior and the job 
performance of platform workers.

Ⅲ. Methodology 

This study explores the relationship between 
proact ive personality, proact ive behaviors 
that seek feedback, work outcomes, and the 
moderation of platform support and job autonomy 
of platform workers. Therefore, this approach 
focuses on workers par t icipat ing in online 
labor platforms, including driving and delivery. 
A quest ionnai re was designed with scales 
adjusted from previous studies and evaluated 
for relevance by experts in the field of human 
resource management to ensure suitability. The 
questionnaire consists of 32 questions in two main 
parts; the (1) general information of respondents, 
and (2) questions to comment on the variables of 
the study. Respondent platform workers could 
respond on a seven-point scale ranging from “1 
- strongly disagree” to “7 - strongly agree”. The 
questionnaire sets out the research purposes, 
and the voluntary nature of the survey ensures 
confidentiality and consent of survey participants. 
A total of 500 questionnaires were distributed 
through online forums and communities, delivery 
groups, and technology dr ivers, including 
Baemin, ShopeeFood, GrabFood, Bee, and Grab. 
At the end of collection, there were 172 useable 
questionnaires to be included in the study. In 
particular, in terms of gender, there were 83.72% 
male and 16.28% female. in terms of age, 35.4% 
of workers were 25-44, accounting for 48.84% 
and over 45 accounted for 15.76%. In terms of 
employment, 31.40% were part-time workers, and 
68.60% were full-time workers, in terms of work 
experience, 5.23% of employees worked for more 
than 3 years, 46.52% of employees have worked 
for 1-3 years, and 48.26% of employees worked 
for less than 1 year.

The research model proposes five concepts 
including: Proactive Personality, Proactive 
Behavior Seeking Feedback, Work Outcome, 
Organizational Support, and Work Autonomy 
(Fig. 1). The scale of the research model was 
taken from previous research. In particular, the 
proactivity scale was assessed with four items 
developed by Bateman and Crant (1993), work 



outcome was measured using four items adopting 
Sobaih et al. (2019), behavioral proactivity scale 
was adjusted from Parker and Collins (2010), the 
job autonomy scale consisted of four variables 

Fig. 1. Research Model

Source: compiled by the authors.

based on items f rom Oldham and Hackman 
(2010), and platform support was assessed with 
four items used in the research of (Eisenberger & 
Stinglhamber, 2011). 

H1

H4

H2

H5

H3

H6

Proactive 
Personality

(PP)

Proactive Feedback
Seeking Behavior

(PB)

Job
Performanc

(JP)

Perceived
Platform Support

(PS)
Job Autonomy

(JA)

Collected data were were processed and 
analyzed through the PLS-SEM method. The 
research model has independent var iables, 
dependent var iables ,  and moderat ing and 
mediating variables. Therefore, the model was 
tested in two steps with structural equation 
modeling (Hair et al., 2019). First, we evaluate 
the measurement model to test the validity and 
reliability of the instruments, and next we evaluate 
the structural model through boostrapping results 
to test the hypothesis.

Ⅳ. Research Results

1. Measurement Model Assessment

The measurement model was evaluated through 
the determination of factors. Outer loading should 
be greater than 0.5, Composite Reliability (CR) 
should be greater than 0.7, and average variance 
extracted (AVE) should be greater than 0.5 for 
first-order variables. The results (Table 1) show 
that the outer loading in the model ranges from 
0.706 - 0.915. The composite reliability (CR) in 
the research model reaches a value greater than 
0.7 (f luctuations in the range of 0.825 to 0.915), 
which indicates that the internal consistency of 
the measure is sufficiently reliable. All structures 
in this study reached a minimum of 0.653 AVE. 
Therefore, the conclusion is that the study 
demonstrates sufficient convergence effectiveness 
(Hair et al., 2019).
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Table 1. Evaluation of the Measurement Model

Code Number
of Items

Outer
Loading

Cronbach’s
Alpha

Composite
Reliability (CR)

Average Variance 
Extracted (AVE)

JA 4 0.868-0,915 0.908 0.913 0.783

JP 4 0.743-0,859 0.822 0.831 0.653

PB 4 0.729-0,843 0.824 0.825 0.656

PP 4 0.706-0,862 0.828 0.850 0.661

PS 4 0.852-0.910 0.902 0.915 0.772

Note: PP - Proactive Personality; PB - Proactive Feedback Seeking Behavior; PS - Perceived Platform 
Supports; JA - Job Autonomy JP - Job Performance.

Source: Data processed. 

In addition, the results of the HTMT coefficient 
(Table 2) reached its highest value at 0.734, lower 
than the stricter criterion of 0.85 (Henseler et al., 

2015), so the measurement items were both valid 
and reliable.

Table 2. Results of the HTMT Coefficient Test

 JA JP PB PP PS PS x PP JA x PB

JA

JP 0.470

PB 0.310 0.633

PP 0.381 0.734 0.687

PS 0.110 0.334 0.397 0.232

PS x PP 0.201 0.175 0.187 0.133 0.119

JA x PB 0.038 0.301 0.107 0.168 0.195 0.001

Note: PP - Proactive Personality; PB - Proactive Feedback Seeking Behavior; PS - Perceived Platform 
Supports; JA - Job Autonomy JP - Job Performance.

Source: Data processed.

2. Structural Model Assessment

The model es t imat ion resu lt s  used the 
bootstraping method on 5,000 samples in which 

the VIF values of the scales in the model were 
between 1.416 - 3.662, smaller than the proposed 
level 5 (Hair et al., 2014), so the model did not 
suffer from multicollinearity. 



The results of the forecast level of the research 
model (Table 3) show that the adjusted R2 value 
of the Proactive Feedback Seeking Behavior and 
Job Performance variables reached 0.392 and 
0.484, respectively, with a high influence between 
independent variables on the dependent variable 
(the average proposed by Wetzels and Odekerken 
(2009) is 0.26). The Q2 values of the dependent 
variables reach values of 0.356 and 0.455, respec-
tively, demonstrating a high degree of inter-vari-
able impact (Hair et al., 2014). The results of the 
coefficients of f2 of the relationships all reach 

Table 3. Forecasting Level 

Factor R2 Correction Forecasting Level Q2 Forecasting Level

PB 0.392 High 0.367 Meaningful

JP 0.484 Average 0.455 Meaningful

Note: PP - Proactive Personality; PB - Proactive Feedback Seeking Behavior; PS - Perceived Platform 
Supports; JA - Job Autonomy JP - Job Performance.

Source: Data processed.

values greater than 0.03 𝑓𝑃𝑃 −𝐽𝑃
2  =  0.183  và 

𝑓𝑃𝐵−𝐽𝑃2  =  0.067  𝑓𝑃𝑃 −𝑃𝐵
2  =  0.396 ,  𝑓𝑃𝑃𝑥𝑃𝑆−𝑃𝐵2  =  0.030 , 

and 𝑓𝑃𝐵𝑥𝐽𝐴−𝐽𝑃2  =  0.069,  and represent the degree 
of correlation between the variables (Cohen, 1989).

3. Hypothesis Test Results 

Some noteworthy findings from the results 
(Table 4) of the study on the influence of proactive 
personality and work results with the mediation 
of the support of the foundation and the work 
autonomy are shown below.

Table 4. Hypothesis Test Results

Direct Hypothesis Beta T values P values Findings

H1: PP -> PB 0.504 8.609 0.000 Accepted

H2: PP -> JP 0.225 2.670 0.008 Accepted

H3: PP -> JB 0.385 5.706 0.000 Accepted

Moderation Hypothesis Beta T values P values Findings

H4: PS x PP -> PB 0.122 2.148 0.032 Accepted

H5: JA x PB -> JP 0.150 2.924 0.003 Accepted

Median Hypotheses Beta T values P values Findings

PP -> PB -> JP 0.113 2.436 0.015

PP -> JP 0.385 5.706 0.000

H6: PP -> PB -> JP 0.498 9.772 0.000 Accepted

Note: PP - Proactive Personality; PB - Proactive Feedback Seeking Behavior; PS - Perceived Platform 
Supports; JA - Job Autonomy JP - Job Performance.

Source: Data processed. 
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Hypothesis 1 suggested that there was a 
positive inf luence of proactive personality on 
feedback seeking behavior of platform workers (β 
= 0.504; P-value = 0.000). This result agrees with 
(Anseel et al., 2005) that suggested that platform 
workers have a proactive personality that promotes 
proactive behaviors at work, such as actively 
seeking feedback f rom customers. Platform 
workers that want to achieve income and rewards 
need to take initiative. Proactivity in searching for 
tasks suitable to the location, time, and personal 
conditions is vital. Proactive workers know it is 
valuable to identity and understand the needs 
to do something to achieve higher outcomes. In 
particular, they find ways to improve the value of 
the organization, the ability to support customers, 
and exert themselves to be able to show support 
behaviors for success in tasks. 

The results of the research support Hypothesis 2 
in that the proactive behavior of seeking feedback 
has a positive effect on the work outcomes of 
platform workers (β = 0.225; P-value = 0.008). 
This finding is congruent with the research of 
Bateman and Crant (1993). This emphasizes the 
proactive behaviors of seeking feedback on the 
job, especially from the customer, to promote 
remediation and improvement to achieve better 
job performance. Platform workers often actively 
ask customers to evaluate service experiences, 
thereby assessing the level of task completion. 
Customer feedback can be positive or negative, 
but proactive workers will learn to adjust behavior, 
and not repeat mistakes. Proactivty in collecting 
feedback from customers helps platform workers 
grasp opportunities, enhance the ability to adapt to 
changes and turbulence in work, and actively take 
action to achieve desired results.

This study found evidence to accept Hypothesis 
3 on the relationship between proactive personality 
and the work outcomes of foundational workers (β 
= 0.498; P-value = 0.000). This result is reinforced 
by the studies of Thomas et al. (2010) and Tornau 
and Frese (2013) in demonst rat ing posit ive 
performance, contributing to work outcomes. The 
more proactive the platform worker, the more work 
performance improves. Competition among labor 

platforms is becoming increasingly fierce, and 
proactive workers often strive to find efficient 
ways to improve work outcomes. Proactivity helps 
platform workers recognize work opportunities 
in advance such as task selection, and how to 
perform a task to achieve optimal time and cost. 
Platform laborers often work in conditions that 
are not with many objective factors, such as 
weather conditions and traffic, so the proactive 
characteristic can help them change and adapt 
positively to ensure good performance. 

T he re su l t s  of  r e sea rch  a l so  acce pted 
Hypothesis 4 in that when platform support was 
strengthened and increased, platform workers 
were more proactive and performed proactive 
behaviors at work (β = 0.122; P-value = 0.032). 
This explanat ion ag rees with Wang et al . 
(2017) and Lartey et al. (2019) also suggested 
that when individuals feel comfortable in an 
organization that supports them, they find that 
understand, feel comfortable, and share their 
values, thereby creating an extremely positive 
relationship with the organization. In the digital 
working environment, the support conditions of 
the platforms are assessed at a low level (Hien 
et al., 2021). In fact, there are many platform 
workers determined by the design of the platform, 
such that workers have less right to choose, 
and work comes with stricter forms of control 
from the platform (Hien et al., 2021). Platforms 
that provide services often control the time and 
progress of an employee’s employment. In this 
case, when workers interrupt the working period 
for a extended time, they will be locked out of 
right to continue. The time to receive tasks on the 
platforms is relatively short, and if not involved in 
the work continuously, a worker will not receive 
the next task. The platforms manage and control 
the times and schedule of employees, while the 
basic conditions of labor, such as basic salary and 
insurance, are largely absent.

Job autonomy was found to play a moderating 
role in the relationship between proactive behavior 
at work and job performance (β = 0.150; P-value = 
0.003), so Hypothesis 5 was supported. This study 
was supported by Dhar (2016) and Wang and 



Cheng (2009) who showed that those with high 
proactivity will have many possibilities to shape 
the creative process to create an optimal f low. 
Self-determination shows that when high self-
mastery leads to ideal behaviors, about it leads to 
high results (Deci et al., 2017). This development 
implies that when there is self-control, the worker 
will be able to perform certain behaviors to help 
and prevent errors. The findings reinforce the 
view that a proactive personality has a positive 
impact on motivation, proactive behavior, and 
job performance (Parker et al., 2010). These 
results are consistent with theories and research 
indicating that organizational states drive the 
proactive behaviors of employees in manifesting 
conforming behavior. 

Finally, Hypothesis 6 on the mediating effect of 
proactive seeking feedback behavior in proactive 
personality and work outcomes relationship 
was accepted (β = 0.150; P-value = 0.003). This 
finding is supported by research by Ashford et al. 
(2003). Both proactive personality and behaviors 
trend toward positive employee behaviors, which 
allows improved work outcomes. Proactive 
behaviors to collect customer feedback is a 
predictor of subsequent behavior, as customers 
that give positive feedback to employees continue 
a behavior, while negative feedback also adjust 
behavior. In particular, this is uncertain work, and 
there is ambiguity about the role, so proactively 
seeking feedback often promotes adaptation. The 
higher the adaptability to situations, the better the 
work performance.

Ⅴ. Conclusion

The above research f indings offer human 
resource management that wishes to improve 
the proactivity and work outcomes of platform 
workers options. First, digital labor platforms 
should provide a higher level of job autonomy, 
not only through the time flexibility of tasks but 
also by creating opportunities for employees to 
be proactive at work. It is necessary to adjust the 
level of control of technology platforms to allow 

workers to increase initiative while improving 
job performance. Second, it is necessary to 
strengthen the support from the platforms for 
workers, strengthen the encouragement of workers 
to be creative, and create a variety of channels to 
allow customers to give feedback on the quality 
of services provided by the platform workers. 
Third, evaluating gig worker performance likely 
depends on the characteristics of the platform, 
the character is t ics of the worker,  and the 
characteristics of the requesters. Finally, digital 
labor platforms should to assess the fit between 
individual and organizat ional personalit ies 
in order to establish appropriate standards in 
engaging their respective workers. This allows 
recruitment platforms to be proactively joined, 
and it is necessary to create proactive training 
programs for workers after they first join the 
platform.

Overall , this study adds new theoret ical 
cont r ibut ions when consider ing proact ive 
personality and work outcome, including the 
role of platform support and work autonomy 
in an informal working environment and the 
par t icipation of platform workers, which is 
something that not many previous studies have 
noted. Findings in the study partly help digital 
labor platforms to adjust or develop appropriate 
policies and programs to motivate employees 
to meet job requi rements and improve job 
performance.

There are certain limitations in the research. 
First, the job outcomes of platform workers 
may exist due to relative differences between 
workers participating in the platform, such as 
qualif ications, full-time and part-time work, 
age, gender, and so on, but these have not been 
mentioned in this study. Next, in the context that 
the number of workers participating in digital 
labor platforms has not yet been accurately 
counted, the sample size is mainly situated in 
large cities, with convenient sampling methods 
limiting the representative sample. Therefore, this 
issue should be further considered in subsequent 
studies.
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ABSTRACT

Purpose – International Maritime Organization (IMO) regulations on air pollution for the shipping industry 
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Ⅰ. Introduction

The United Nations Framework Convention 
on Climate Change (UNFCCC) has addressed 
global community-wide environmental issues, 
such as extreme weather events owing to the 
ozone layer depletion caused by air pollution from 
industrial activities, and global warming from 
1992 (Horowitz, 2016; UN, 1998; Sands, 1992). 
Followed by the UNFCCC, the Kyoto Protocol 
entered into force in 1997 as the first international 
cooperation to prevent global warming. Although 
it included legal binding such as the allocation 
of Greenhouse Gas (GHG) emissions quotas 
for participating countries, compensation for 
meeting the quota, and economic penalties for 
non-compliance, it provides an initial framework 
for cooperative efforts for preventing global 
climate change. It served as an opportunity to 
recognize the need to strengthen the capacity 
of environmental sustainability at the national 
and business levels (Wang & Jin, 2023). Like 
other industries, it became a trigger to not only 
format emission trade markets but also promote 
tech nolog y development to improve sh ip 
operation energy efficiency or Carbon Capture 
and Storage (CCS) in the maritime industry. 
However, developed countries participating in the 
Kyoto Protocol have strengthened environmental 
trade regulations, which has also served as a cause 
of heightened non-tariff trade barriers. Moreover, 
ship operators are being economically burdened 
by the protocol in extensive environmental 
regulations.

According to trends to create an eco-friendly 
industrial environment, the Intergovernmental 
Panel on Climate Change (IPCC) adopted the 
Par is Agreement, which al lows individual 
c o u n t r i e s  t o  p r og r e s s ive ly  s e t  n a t io n a l 
cont r ibut ion plans for GHG emissions by 
sustainably responding without specifying a 
target achievement point at COP17 in 2015 as a 
supplement to the Kyoto Protocol, which expired 
internationally in 2020 (Kitetu & Ko, 2023). The 
International Maritime Organization (IMO) leads 
the sustainability of the global shipping industry 

based on organic interests according to laws, 
systems, and conventions at the international level 
related to the shipping industry and environment. 
Fu r t he r mor e ,  i t  e s t a b l i she d  t he  M a r i ne 
Environment Protection Committee (MEPC) in 
1997 to reduce air pollutant emissions caused by 
maritime transport. This committee continues 
to make ef for ts by adopt ing inter nat ional 
standards to prevent environmental pollution and 
recommending or mandating implementation. 

Regarding air pollution in particular, as of July 
2010, Annex VI of MARPOL 73/78 (Annex to 
the Convention for the Prevention of Air Pollution 
from Ships) was amended. Consequently, this 
paves the way for the strict implementation of 
regulating air pollutant emissions from ship 
operations. Initially, the focus was on regulating 
Carbon Dioxide (CO2) emissions, which have 
a direct impact on global warming. However, 
the scope of regulating air pollutants has been 
expanded to include Sulfur Oxides (SOX), 
Nitrogen Oxides (NOX), and Particulate Matter 
(PM) in the Emission Control Area (ECA) based 
on regulations 13-14 in Annex VI. However, the 
ECA, which the IMO designates or recommends 
for member states, is geographically limited to 
improving air quality in coastal areas near ports 
and adjacent port cities. Along with the ECA 
system, IMO has prepared and implemented 
various types of mandatory or recommended 
measures for energy efficiency and emission 
reduction for existing and newly built ships. 

Specifically, South Korea and China, which 
were selected as the top 10 ports with the highest 
port area air pollution levels in 2016, as shown 
in Fig. 1, fall within the spatial scope of the ECR 
design proposed in this study. Additionally, South 
Korea and China are transportation hubs for liner 
shipping, with numerous large mother and feeder 
ports accompanied by a high frequency of trips 
(Qian et al., 2016; Zhao et al., 2013). Moreover, 
among the various types of maritime transport 
carrying different cargoes, the maritime sector 
with the highest air pollution contributor is liner 
shipping, where about 80% of trade is conducted 
by container ships (Czermański et al., 2021; Fan et 



al., 2016). 
The level of air pollution at sea due to frequent 

container vessel traffic is severe. Therefore, liner 
shipping is focused on improving the effectiveness 
of preventing air pollution from ships. In the 
case of classifying navigation modes as mooring, 

Fig. 1. Distribution of Air Pollutants in Coastal Water and the Open Sea

Source: Wan et al. (2016).

maneuvering, anchoring, and sailing modes from 
the perspective of vessel operations, about 80% 
of fuel is consumed in sailing mode, and this 
occupies the greatest voyage time (Authority, 2018; 
Li et al., 2018; Ng et al., 2013). 

Globally, laws and institutional foundations 
for the introduction of eco-friendly fuel in the 
maritime sector are being established worldwide, 
and eco-f r iendly ships are being built and 
operated on a particular port call. However, as 
part of the strategy to create a green shipping 
industry, the Green Shipping Corridor (GSC) 
Project is in its initial phase for the purpose of 
building an environment-friendly infrastructure 
for the smooth operation of commercial vessels 
combusting green fuel. Moreover, it takes a 
long time for international GSC infrastructure 
construction. Accordingly, it is essential to 
continuously explore new strategies to reduce air 
pollutant emissions that can be implemented in 
the mid-term.

As a result, this study proposes introducing 

the ECR system for open sea areas. In short, the 
ECR is a sea domain that can be designated in 
consideration of shipping trajectories and vessel 
operational characteristics in terms of geospatial 
aspects. As mentioned above, the spatial scope 
of this study for the ECR scheme is international 
water bodies within the port call lane of container 
ships engaged in liner trade between ports in South 
Korea and China. 

The purpose of this study is to estimate the cost 
savings in social and environmental externalities 
that could be achieved by implementing an 
ECR strategy in the open seas covering South 
Korea and China through scenario analysis to 
set the recommended speed for the Vessel Speed 
Reduction Program (VSRP). In other words, this 
study aims to estimate not only the effect of air 
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pollution reduction achieved by the ECR system 
but also the effectiveness of the economic, social, 
and environmental cost-benefit ratio.

Ⅱ. Literature Review

1. Air Quality Regulations by IMO

Var ious envi ronmental regulat ions and 
recommendations are being enacted that target 
air pollution in worldwide industrial sectors. 
Particularly, in the global shipping industry, 
the IMO has developed various environmental 
p ol icy  i n s t r u me nt s  a nd  i mple me nt e d  o r 
recommended regulatory measures to IMO 
member states as part of the common goal of 
improving the environment. Additionally, IMO 

Table 1. National ECA Designation Status

Large Category Subcategories

Europe
European Union Member States 
(Gibraltar, Portugal, Sweden, Italy, Turkey, Estonia, Germany, Norway, Belgium, 
Ireland)

America
European Union Member States 
(Gibraltar, Portugal, Sweden, Italy, Turkey, Estonia, Germany, Norway, Belgium, 
Ireland)

Asia India, Republic of Korea, Pakistan, Japan, Malaysia, Singapore, China, Taiwan, 
Hong Kong

Africa
and Middle East

Oman, Kenya, Qatar, Saudi Arabia, Bahrain, South Africa, Egypt–Suez Canal 
Authority, United Arab Emirates

Oceania New Zealand, Australia

Source: Authors’ tabulation based on EGCSA (2021).

environmental regulations are mandatorily upheld 
by regulators as they urge compliance, exert 
social pressure, and cause financial penalties for 
noncompliance. Consequently, ship operators are 
being economically burdened by rapid changes 
in extensive environmental regulations, and the 
gradual tightening of regulations. 

First, IMO-designated ECAs are classified as 
ECAs regulating SOX and NOX for the North and 
Baltic Seas in Europe, and SOX, NOX, and PM for 
the East and West coasts and the Hawaiian Islands 
in the U.S. The Mediterranean Sea will become 
an IMO-designated ECA in 2025. Moreover, 
countries that have designated national ECAs 
for territorial seas and exclusive economic zones 
(EEZ) to regulate air pollutant emissions are 
summarized in Table 1 (EGCSA).

Regarding the strength of regulations, the 
current state of regulation levels, which are 
progressively tightened depending on the air 
pollutant, is as follows. Ships operating within 
the SOX-ECA must comply with the regulatory 
levels for sulfur oxide content in the bunker fuel. 

Table 2 shows the evolution of regulatory levels 
for SOX (Stillwater Associates). The regulation 
level in the ECA has been strengthened by 15 
times compared to that of the initial setting, and 
the regulation level outside of the ECA has been 
strengthened by nine times compared to that of 



the initial setting. In the case of the NOX-ECA, 
the regulation is tightened in stages depending on 
the revolutions per minute of the engine based on 
the construction date of the vessel. Table 3 shows 
the changes in regulations (SAFETY4SEA). The 

current regulation level for NOX is the Tier 3 
regulatory level, which was introduced in 2016. 
It has been strengthened five times compared to 
the Tier 1 regulation level, which is the initial 
regulatory period.

Table 2. Changes in SOX Content Regulation for Bunker Fuel

Application Period ECA Application Period Non-ECA

2005.05-2010.06 1.5% 2005.05~2011.12 4.5%

2010.07-2014.12 1.0% 2012.01~2019.12 3.5%

2015.01- 0.1% 2020.01~ 0.5%

Source: Authors’ tabulation based on Stillwater Associates (2017).

Table 3. Changes in NOX Emission Regulation According to RPM

Tier Ship Construction Date 
on or after

Total Weighted Cycle Emission Limit (g/kWh)
n=engine’s rated speed (rpm)

n < 1.30 1.30 ≤ n < 1,999 2,000 ≤ n 

1 -2000.01.01 17.0 45n-0.2 9.8

2 -2011.01.01 14.4 44n-0.23 7.7

3 2016.01.01- 3.4 9n-0.2 2.0

Source: Authors’ tabulation based on Safety4Sea (2018).

Ad d i t i o n a l l y,  t h e  E n e r g y  E f f i c i e n c y 
Design Index (EEDI), which is applied in the 
construction phase of a ship, is applied to CO2 
which has the highest proportion of emissions 

in a vessel’s operational processes. The status 
of the strengthening of the regulatory level is 
summarized in Table 4 (Joung et al., 2020). 

Table 4. Long-Term Strategy for Strengthening EEDI Standards

Phase Application Period Target Reduction Rate for Emissions

1 2015.01.01-2019.12.31 10%

2 2020.01.01-2024.12.31 20%

3 (Early enforcement) 2022.01.01- 30%

Source: Authors’ tabulation based on Joung et al. (2020).
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The Energy Efficiency Existing Ship Index 
(EEXI) and Carbon Intensity Index (CII) are 
applied to ships currently in the shipping market 
by the IMO. In addition, it has been recommended 
that ship operators manage ship Energy Efficiency 
Operational Indicators (EEOI) on an ongoing basis 
through the Ship Energy Efficiency Management 
Plan (SEEMP). Ships of 5,000 gross tons or 
more need to transmit information regarding 
fuel consumption in accordance with the data 
collection system (Julio et al., 2022). Furthermore, 
under MARPOL 73/78, IMO member states are 
required to be evaluated regularly for compliance 
with the relevant provisions of the convention 
through the IMO member state audit scheme. 
Although IMO allows alternative compliance 
measures for each regulated air pollutant, such as 
the exhaust gas cleaning system (EGCS), selective 
catalytic reduction (SCR), carbon capture and 
storage (CCS), and exhaust gas recirculation 
(EGR), ship operators are facing shipping market 
trends of ever-tightening IMO regulations on air 
pollutant emissions, the economic operation of 
their f leets, and the schedule to convert future 
ships to green energy. This has further led to 
strategies that balance environmental regulations 
with economic performance.

In other words, recommendations for the 
shipping indust ry urged by IMO could be 
mandatory for the transition to an eco-friendly 
shipping industry in the future. In terms of ship 
operation, there is a policy direction that can 
contribute by reducing air pollutant emissions in 
order to support IMO’s recommendations, which 
are introduced in this study.

2. International Cooperation for Net-
Zero Emissions

To combat climate change by preventing air 
pollution caused by the international shipping 
industry, the IMO has set a long-term goal of 
zero CO2 emissions from ship operations by 2050 
(IMO, 2018). In response to the IMO declaration, 
measures are being taken to fundamentally 
decarbonize the maritime industry in terms of 

policy and technology to accelerate the creation 
of a green shipping environment. Unlike the 
direct regulation of air pollutant emissions by the 
IMO, various supportive policies and projects are 
being implemented at the international, national, 
and regional levels to encourage the transition 
to an environment-friendly shipping industry. 
In addition, at a time when eco-technology 
advancement is crucial, technological capabilities 
and competitiveness could be enhanced depending 
on government intervention (Lee, 2022; Yang, 
2022).

Moreover, long-term plans to accelerate the 
decarbonization of the shipping industry in 
line with IMO 2050 goals are gradually being 
implemented.  For example, the green shipping 
corridor (GSC) is being established under the 
Clydebank Declaration. The GSC is a long-
term project designed to create a green shipping 
industry interface by creating an infrastructural 
environment wherein global trading vessels 
designed or retrofitted with zero-emission fuels 
and zero-emission propulsion technology can be 
used for specific port calls between ports (Global 
Maritime Forum & McKinsey Company, 2021). 

As of 2022, the GSCs for container ships are 
the Rotterdam–West Coast Norway Corridor, 
which provides infrastructure for methanol 
f uel ;  the Rot te rdam–Singapore Cor r idor, 
which provides infrastructure for methanol 
and ammonia; the Halifax–Hamburg Corridor, 
which provides infrastructure for hydrogen, 
ammonia, and methanol; and the Gothenburg–
Nor th Sea Por t  Cor r idor,  which prov ides 
infrastructure for biofuel, methanol, ammonia, 
and electric fuel (Global Maritime Forum, 2022). 
The GSC currently in place can be expanded 
by connecting with other ports building green 
fuel infrastructure, and it can create a gradually 
expanding zero-emissions network.

Therefore, shipping companies are striving 
to maintain competitiveness by forming a f leet 
when ordering new vessels or retrofitting existing 
vessels with alternative fuels that are suitable 
from an economic perspective depending on 
various considerations, such as vessel type, vessel 



size, cargo type, distance for port calls, energy 
density level of alternative fuels, and operating 
cost (Mao et al., 2020).

There is also the emission trading system 
(ETS) as a market-based measure on the policy 
side, unlike direct regulation. The purpose of ETS 
is to induce change in eco-friendly industries 
related to highly carbon-intensive international 
trade and prevent climate change (Kim & Jung, 
2022). As part of the emissions business, the 
ETS can limit the carbon emissions of individual 
shipping companies or reduce emissions so 
that some emission allowances can be traded 
secondarily under the cap-and-trade system 
(Boemare and Quirion, 2002). The size of the 
global ETS market has shown a steady upward 
trend, reaching €186 billion in 2018, €240 billion 
in 2019, €288 billion in 2020, €762 billion in 
2021, and €865 billion in 2022 (Statista, 2023). 
Furthermore, it is expected that the establishment 
of  i nte r nat iona l  s t anda rds for  pr ic i ng i n 
international carbon markets will vitalize cap-
and-trade. Countries in which national ETS is 
being operated include the European Union (EU), 
United States, South Korea, Japan, China, Kenya, 
New Zealand, Switzerland, and others, and as of 
2021, China has also implemented an ETS (IEA, 
2020).

Notably, the EU has signed the ETS revision 
agreement to support an effective transition from 
conventional to alternative fuels in addition to 
the existing ETS to drastically decarbonize the 
shipping industry. It supports shipping companies 
adopting green fuels in the form of subsidies for 
fixed insurance premiums, differential carbon 
contracts, and so on included in ship operating 
costs. In addition, it has turned the relatively 
expensive fuel cost gap of using green fuel into 
OPEX support. It operates a financial support 
system for f utu re emission reduct ion and 
promotes direct intervention in the development 
of new green technologies by guaranteeing 
projects by public institutions to attract private 
i nves t ment  i n  clean energ y t ech nolog ies 
(European Commission, 2021). In addition, 
the Carbon Border Adjustment Mechanism 

(CBAM) has emerged as a measure to adjust trade 
competitiveness in terms of cost between nations 
that have introduced a carbon tax or ETS. The EU 
will come into effect in CBAM in 2026, which 
could add environmental provisions as a proactive 
response to Free Trade Agreement (FTA), and it 
is being considered for introduction in the United 
States (Yoon, 2022; Lee and Yoo, 2022; Chang, 
2022).

Ad d i t ion a l  p ol icy  f r a mework s  fo r  t he 
prevention of air pollution from the shipping and 
port industry are implemented at national and 
regional levels, including a monitoring, reporting, 
and verification scheme; clean-shipping index; 
environmental ship index; NOX-tax and fund; a 
climate and clean air coalition in EU to prevent 
pollution from ships in United States; the maritime 
Singapore green initiative in Singapore; clean 
maritime plan (CMP2050) in United Kingdom; 
and environmental differentiated fairway dues in 
Sweden (Gössling et al., 2021). 

T h e  c h a r a c t e r i s t i c s  o f  e n v i r o n m e n t -
friendly policies for the shipping industry can 
be categorized into major policies and minor 
policies, which complement them in different 
ways. Based on policy characteristics, there are 
different directions, such as goals, periods for 
achieving goals, stakeholders involved in the 
policy, and policy implementation measures. 
However, in contrast with previous developments 
which made for IMO 2050, this study focuses on 
the characteristics of regular port calls in liner 
shipping to reduce the scheme for air pollutant 
emissions caused by container vessel operation 
from a new perspective. Moreover, variable speed 
change occurs relatively frequently on container 
ships during a voyage to reduce the time to enter 
a port of call. This decreases fuel consumption 
efficiency during the voyage and contributes to air 
pollution.

3. Cost-Effectiveness Estimation 
Associated with Emissions

As the shipping and port industry transforms 
into an environment-friendly industry, various 
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studies have been conducted to estimate the 
environmental and economic performance of 
the industry. Berechman and Tseng (2012) used 
a bottom-up method to estimate air pollutant 
emissions from ships and trucks operating at 
Kaohsiung Port in Taiwan and the associated 
costs. For analysis, ships were classified into 
eight types and five classes, and cargo vehicles 
were divided into cargo vehicles used for onshore 
activities inside the port and outside the port. 
For the ships, berthing time, ship type, class, 
maximum continuous rating (MCR), the emission 
factor for each air pollutant, activity intensity, 
emission factor, distance traveled, and load of the 
container were used to calculate air pollutants 
emitted. Moreover, the concept of environmental 
cost per emission was introduced to calculate 
the environmental cost per emission for each air 
pollutant. Hence, the final environmental cost of 
operating ships and trucks was estimated to be 
$123 million/year.

Nunes et al. (2019) conducted an eco-efficiency 
analysis of port calls heading to Leixões Port, 
Sétubal Port, Sines Port, and Viana do Castelo 
Port located in Portugal. Eco-efficiency estimation 
was performed by selecting NOX, SO2, CO2, 
VOCS, and PM2.5 emissions. Cost factors applied 
were mainly cited from the CAFÉ, BeTa, and 
NEEDS Projects, which were studies on the cost 
effect of air pollution. As a result of the analysis, 
the eco-efficiency of Sines Port was the highest, 
followed by Leixões Port, Viana do Castelo Port, 
and Setúbal Port. However, it was pointed out as 
a limitation that relative errors in eco-efficiency 
estimation values may exist by applying the top-
down method rather than the bottom-up method.

Tichavska and Tovar (2015) measured the 
incremental cost and environmental efficiency 
of vessel-related air pollutant emissions from 
a regional perspect ive for the Por t of Las 
Palmas. For emission estimation, a bottom-up 
methodology was adopted, and for the externality 
cost estimation, the top-down methodology 
was adopted. The types of ships analyzed 
were container ships, tankers, and ferries. The 
economic cost of air pollutants NOX, SO2, CO2, 

VOCS, and PM2.5 were estimated at €174,288,076, 
while the cost with sensitivity scenarios was 
€180,930,427.

Ammar (2019) analyzed the environmental and 
economic performance of a ship with twin diesel 
engines running on methanol. Consequently, 
it was derived that emissions by air pollutants 
were reduced by −89.00% (SOX), −82.56% (PM), 
−76.78% (NOX), −55.00% (CO), and −18.13% 
(CO2). Additionally, cost efficiencies of 6,548$/
ton(CO), 385.2$/ton(NOX), and 39.9$/ton(CO2) 
were derived when the ship was traveling at low 
speed and using SCR.

However, th is study has discr iminat ion 
in estimating the social and environmental 
costs following the introduction of the ECR 
system proposed, unlike previous studies that 
measured the technical and political effects being 
implemented. Unlike existing IMO policies and 
policies at the international, national, and regional 
levels, this study presents a scenario for an ECR 
scheme that can be implemented in the midterm 
from an operational perspective, and estimates 
not on the economic benefits in terms of fuel of 
ship operator compliance with an ECR strategy, 
as well as the social and environmental costs 
associated with reducing air pollutant emissions.

  

Ⅲ. Methodology

1. Air Quality Improvement Effect 
According to ECR Designation

The ECR is a sea domain from which sea 
areas with a high density of voyage trajectories 
are extracted by collecting the trajectories of 
container vessels that periodically operate on 
specific routes, excluding ECA that mandatorily 
controls SOX, NOX, and PM emissions in Fig. 2. 
Within the ECR domain, the open sea is mainly 
included, and speed reduction zones (SRZ) could 
be included if the vessel speed reduction program 
(VSRP) is implemented according to specific 
regions. 

In the ECR system, it is possible to induce 



the participation of ship operators by presenting a 
recommended speed limit and providing incentives 
when par ticipating. In the case of the VSRP, 
incentives are provided when ship operators 
expropriate the recommended speed in SRZ during 

Fig. 2. Distribution of Air Pollutants in Coastal Water and the Open Sea

Source: Authors’ drawing based on Hwang and Kim (2023).

Fig. 3. Regimes of Emission Control Routes

Source: Authors’ drawing based on Hwang and Kim (2023).

port entry. In other words, even if vessels cross the 
SRZ to navigate to other ports, departure from the 
port before entry is not considered. However, the 
ECR scheme reflects the limits of VSRP as well as 
the spatial limits of ECA.

The recommended speed range in ECR waters is 
10 to 12 knots, which is currently applied by major 
ports in the United States and South Korea. The 
ECR conditions of Scenario 1 (12 knots), Scenario 
2 (11 knots), and Scenario 3 (10 knots) were created 
to apply scenarios by speed (DNV, 2020; Port of 
Los Angeles, 2023; Port of Long Beach, 2022). The 
ECR strategy is a strategy that recommends vessels 
maintain a certain speed within designated water 
bodies based on the scenarios, allowing them to sail 
below the recommended speeds for non-ECR and 
Scenario 1 (12 knots), Scenario 2 (11 knots), and 
Scenario 3 (10 knots). As the initial phase of this 
study, time-interval data regarding the navigation 

of port calls (1,728 times) of container ships (387 
ships) between ports in South Korea and China 
from July 1, 2021, to June 30, 2022 (1 year) were 
collected based on the Automatic Identification 
System (AIS) to establish ECR boundaries using 
kernel density est imation (KDE). The KDE 
is a spatial analysis that uses spatiotemporal 
information data to estimate density distributions 
in geographic space, and is suitable for analyzing 
traffic information (Scheepens et al., 2015; Le et 
al., 2018; Lee et al., 2020). The ECR domain of 
the main traffic f low patterns was derived with 
dynamic AIS data. As a result, the designated ECR 
domain is shown in Fig. 3.
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Then, the emissions of each air pollutant 
attributable to container ships were estimated 
based on each scenario. A bottom-up method was 
adopted to estimate emissions using AIS data, 
which provides a more sophisticated emissions 
estimation using dynamic operation data and 
vessel specifications than the top-down method, 
which is based on fuel consumption data (Lee et 
al., 2021). When navigating above the scenario-
specific recommended speed, the standard speed 
for each scenario was applied. Conversely, when 
sailing below the recommended speed, the actual 
speed recorded in the AIS database was applied. 
The compliance speed for each scenario was 
substituted to verify the cost-effectiveness of 
implementing the ECR system over that of the 
non-ECR case.

Emission factors (EF) for each air pollutant 
introduced in the emission estimation procedure 

were applied for the main engine (ME) using 
residual oil (RO) as fuel and divided into slow 
speeds (SSDs) and medium speeds (MSDs). In 
the case of the EF for auxiliary engine (AE) 
and auxiliary boiler (AB), which use marine 
diesel, a default value according to the size of 
the container vessel was applied based on the 
energy consumption ratio for ME, AE, and AB 
(Goldsworthy & Renilson, 2013; Song, 2014). 
Further, for specific fuel oil consumption (SFOC), 
a variable utilized to estimate the energy input for 
each ship operation and fuel consumption, two-
stroke and four-stroke engines were distinguished, 
and input variables, such as load factor and MCR, 
were calculated based on the real-time dynamic 
data of each vessel. Finally, the total emission 
reduction effect of each air pollutant f rom 
introducing the ECR scheme was estimated as 
shown in Table 5.

Table 5. Emission Reduction Effect with ECR Scenarios
(Unit: Ton)

Division
ECR Introduction Effect

Non-ECR Scenario 1 Scenario 2 Scenario 3

Air Pollutants

CO2 15,453,636.92
10,950,823.43

(-29.14%)
9,850,879.94

(-36.26%)
8,707,003.48

(-43.66%)

CO 256,255.03
192,949.80

(-24.70%)
174,808.18

(-31.78%)
155,368.85

(-39.37%)

SOX 136,721.28
102,349.12

(-25.14%)
92,500.52
(-32.34%)

82,425.93
(-39.71%)

NOX 19,772.50
14,799.87
(-25.15%)

13,408.32
(-32.19%)

11,917.25
(-39.73%)

PM10 19,435.67
14,551.19
(-25.13%)

13,183.07
(-32.17%)

11,782.98
(-39.37%)

PM2.5 18,832.95
14,099.76
(-25.13%)

12,774.20
(-32.17%)

11,353.74
(-39.71%)

Source: Authors’ tabulation based on Hwang and Kim (2023). 



2. Research Method

2.1. External Cost Performance Estimation

The effect of external cost reduction from the 
reduction of air pollutant emissions (CO2, CO, 
SOX, NOX, PM10, and PM2.5) at the scenario level 
of the ECR strategy was estimated based on Table 
5, which presents the air quality improvement 
effect of each ECR scenario. More than 70% 
of air pollutants emitted by ships in the ocean 

Fig. 4. Subcategories of Factors Considered for External Cost

Source: Authors’ drawing based on CE Delft (2018).

can spread over a distance of 400 km from the 
point of emission (Viana et al., 2009). Hence, 
this negatively impacts ecosystems, people, and 
buildings, leading to resource shortages and 
escalating damages, as shown in Fig. 4. In other 
words, the effectiveness of policies to regulate 
air pollutant emissions from ships needs to be 
examined not only in terms of their effectiveness in 
reducing air pollutant emissions but also in terms 
of the resulting social and environmental costs.

The scope and intensity of damage caused 
differ depending on the type of air pollutant. In 
addition, the socio-environmental costs incurred 
accordingly are also different. In this study, 
Equation (1) was introduced as an external cost 
calculation method based on literature research. 
In the equation, ‘emissioni,j’ is represented by 
the total amount of air pollutant ‘j’ emitted by 
the operation of individual container ships ‘i’, 
and ‘SCF (USD/ton)’ represents the social and 

environmental costs of the emission of individual 
air pollutants. The final result, ‘EC(USD)’, is the 
estimated sum of the social-environmental costs 
caused by liner transportation according to the 
individual scenario (Song, 2014). The external 
costs for each air pollutant introduced in this phase 
are 86 USD/ton (CO2), 144 USD/ton (CO), 37,538 
USD/ton (SOX), 52,312 USD/ton (NOX), 67,236 
USD/ton (PM10), and 119,849 USD/ton (PM2.5), 
and are summarized in Table 6. 
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Where:
EC: Total external cost including social and environmental costs (USD)
emissioni,j: Quantified emissions of air pollutant ‘i’ by each port call ‘j’ (ton)
SCF: External cost measured for each air pollutant (USD/ton)

𝐸𝐶 = ��𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑖,𝑗 × 𝑆𝐶𝐹)

Table 6. SCF Values for Major Air Pollutants
(Unit: Thousand USD/ton)

Division Type External Cost

Air Pollutants

Carbon dioxide (CO2) 86

Carbon monoxide (CO) 144

Sulfur oxides (SOX) 37,538

Nitrogen oxides (NOX) 52,312

Coarse particulates, 10μ or less (PM10) 67,236

Fine particulates, 2.5μ or less (PM2.5) 119,849

Source: Authors’ tabulation based on CE Delft (2018).

(1)

2.2. Effect Estimation of Reducing Fuel 
Consumption

The speed at which a vessel t ravels and 
energy use is mainly governed by the operation 
of the ME, which is generally powered by RO. 
Therefore, fuel consumption under the ECR 
condit ions was est imated by using the ME 
specif ications, real-time speed changes, and 
dynamic information of 387 ships in port calls 

between South Korea and China.
Additionally, for AE and AB, which exploited 

MDO-fuel, an AE power of nearly equal to 0.22 
times the power of ME was applied (Wang et al., 
2020). Specifically, AB power was estimated by 
applying the ratio of the AE to AB powers, which 
was categorized as the default value according to 
ship type (Tran et al., 2022). The introduced fuel 
consumption function is represented by Equation 
(2) (Yang, 2019).

Where:
Fuel Consumption: Fuel consumed during the voyage (g)
SOG: Voyage speed (knots)
Designed SOG: Maximum speed by designed (knots)
Engine Max Output: Maximum engine power (kW)
Duration: Voyage time (h)
SFOC: Specific fuel oil consumption of each engine (g/kWh)

Fuel Consumption = SO G d⁄ esigned SOG 3 × 𝐸𝑛𝑔𝑖𝑛𝑒 𝑀𝑎𝑥 𝑂𝑢𝑡𝑝𝑢𝑡 × 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 × 𝑆𝐹𝑂𝐶 (2)



The ship fuel costs account for approximately 
50% – 60% of the total cost of operating a global 
trading f leet. From an operational perspective, 
improving the fuel eff iciency of ships can 
not only reduce the economic burden on ship 
operators but also contr ibute to improving 
service levels (Elizabeth, 2018). Therefore, based 
on the results of the ECR system’s calculation 
of ship fuel consumption by scenario, the ship 
fuel cost savings while applying each scenario 
were estimated. In other words, the secondary 
economic benefits of ship operators adhering to 
the recommended speeds under the ECR scheme 
may be higher in the area of fuel costs. Therefore, 
fuel cost savings for the recommended vessel 
speeds under Scenarios 1 through 3 compared to 
those under the non-ECR were estimated. 

Due to limited access to fuel type data used 
for individual ships, this also assumed the current 
shipping industry practice of using intermediate 
fuel oil (IFO) for ME operations and marine 
diesel oil (MDO) for AE and AB operations 
when ships are on the open sea (Fan et al., 2016; 
Winther et al., 2017). To measure the amount of 
fuel cost savings, daily price data for each ship 
fuel in the global bunker market during the study 
period were collected, and an average price was 
applied to the change in oil prices, with a fuel cost 
of $565.90 USD/Metric Tonne for ME operations, 
and $897.75 USD/Metric Tonne for AE and AB 
operations (Ship & Bunker, 2023).

Ⅳ. Results of the Empirical 
Analysis

1. Social and Environmental Cost 
Reduction by Scenario

The social and environmental costs of each 
type of air pollutant are summarized in Fig. 5 
based on Table 5, which shows emissions by air 
pollutants from the previous research phase. 
The total externality cost of the non-ECR is 

23,432,177 thousand USD, which is calculated in 
the order of $13,405,387 thousand USD (NOX), 
$5,132,163 thousand USD (SOX), $2.256,766 
thousand USD (PM2.5), $1,307,074 thousand USD 
(PM10), $1,327,930 thousand USD (CO2), and 
$2,857 thousand USD (CO), depending on the air 
pollutant. For Scenario 1, a total of $17,546,831 
thousand USD, $10,093,536 thousand USD (NOX), 
$ 3,841,990 thousand USD (SOX), $1,689,878 
thousand USD (PM2.5), and $978,288 thousand 
USD (PM10), depending on the air pollutant that 
has been estimated. For Scenario 2, $941,002

thousand USD(CO2), $2,137 thousand USD 
(CO), and a total of $15,881,919 thousand USD, 
with $9,144,602 thousand  USD ( NOX) and 
$3,472,243 thousand USD (SOX) depending on 
air pollutants have been calculated. For Scenario 
3, $1,530,478 thousand USD (PM2.5), $886,175 
thousand USD (PM10), $846,484 thousand USD 
(CO2), and $1,937 thousand USD (CO), for a 
total of $14,125,276 thousand USD depending on 
air pollutants have been evaluated, along with 
$8,127,663 thousand USD (NOX), $3,095,364 
thousand USD (SOX), $1,360,292 thousand USD 
(PM2.5), $792,044 thousand USD (PM10), $748,191 
thousand USD (CO2), and $1,722 thousand USD 
(CO).

Consequently, the increase and decrease in social 
and environmental costs by scenario compared 
to those of the non-ECR are summarized in Table 
7. The average percentage of reduction in air 
pollutant emissions per scenario was found to be 
−25.12% (Scenario 1), −32.22% (Scenario 2), and 
−39.72% (Scenario 3). The amount of external cost 
savings by air pollutants according to scenario 
was shown to be −24.71% (NOX), −25.14% (SOX), 
−25.12% (PM2.5), −25.15% (PM10), −29.14% (CO2) 
and −25.20% (CO) for Scenario 1, −31.78% (NOX), 
−32.34% (SOX), −32.18% (PM2.5), −32.20% (PM10), 
−36.26% (CO2), and −32.20% (CO), for Scenario 
2, and −39.37% (NOX), −39.69% (SOX), −39.72% 
(PM2.5), −39.40% (PM10), −43.66% (CO2), and 
−39.73% (CO) for Scenario 3.
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Fig. 5. Level of Social and Environmental Cost by Scenarios
(Unit: thousand USD)

Source: Authors’ illustration based on the authors’ analysis.

Table 7. Social and Environmental Cost Savings by Scenario
(Unit: %)

Division Total 
emissions NOX SOX PM2.5 PM10 CO2 CO

Scenario 1 -25.12 -24.71 -25.14 -25.12 -25.15 -29.14 -25.20

Scenario  2 -32.22 -31.78 -32.34 -32.18 -32.20 -36.26 -32.20

Scenario 3 -39.72 -39.37 -39.69 -39.72 -39.40 -43.66 -39.73

Source: Authors’ tabulation based on the authors’ analysis.

2. Fuel Consumption by Scenario

Fuel consumption is summarized in Fig. 6. for 
the given environment of non-ECR, Scenario 1 (12 
knots or less), Scenario 2 (11 knots or less), and 

Scenario 3 (10 knots or less). Fuel consumption 
without the ECR strategy is calculated to be 
12,535.05 Metric Tonne (ME), 2,757.71 Metric 
Tonne  (AE), and 409.08 Metric Tonne  (AB). 
When ECR scenarios is applied, 6,885.61 Metric 



Tonne (ME), 1,514.83 Metric Tonne (AE), and 
224.71 Metric Tonne (AB) for Scenario 1, 5,746.29 
Metric Tonne (ME), 1,264.18 Metric Tonne (AE), 
and 187.53 Metric Tonne (AB) for Scenario 2, 
and 4,638.70 Metric Tonne (ME), 1,020.51 Metric 
Tonne (AE), and 151.38 Metric Tonne (AB) for 
Scenario 3. 

The reduction in total fuel consumption for 

Fig. 6. Fuel Consumption Estimates per Scenario
(Unit: Metric Tonne)

Source: Authors’ illustration based on the authors’ analysis.

each scenario compared to those of non-ECR 
is −45.07% (Scenario 1), −54.16% (Scenario 2), 
and −62.99% (Scenario 3). Moreover, the fuel 
consumption reduction rat io for Scenar io 2 
compared to that of Scenario 1 is −16.55%, and 
Scenario 3 compared to that of Scenario 1 is 
−32.63%. The fuel consumption of a ship’s ME 
operation is sensitive to changes in ship speed. 

3. Economic Performance of Reduced 
Fuel Consumption

Based on Fig. 6., which shows the estimated 
fuel consumption for each scenario, the fuel 
costs per scenario are shown in Fig. 7. The 
inputs used for fuel bunkering are $7,093,585 
USD (non-ECR), $3,896,567 USD (Scenario 1), 

$3,251,826 USD (Scenario 2), and $2,619,381 USD 
(Scenario 3) for IFO. For MGO, it was analyzed to 
be  $2,842,986 USD (non-ECR), $1,561,672 USD 
(Scenario 1), $1,303,273 USD (Scenario 2), and 
$1,052,064 USD (Scenario 3). Compared to the 
non-ECR situation, the fuel cost savings for each 
scenario are estimated to be −45.07% (Scenario 
1), −54.16% (Scenario 2), and −66.99% (Scenario 
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3) for both IFO and MGO. Hence, it can be seen 
that the introduction of the ECR system can bring 

social and environmental cost savings as well as 
economic cost savings for ship operators. 

Fig. 7. Vessel Fuel-Bunkering Costs per Scenario
(Unit: USD)

Source: Authors’ illustration based on the authors’ analysis.

The cost performance of the ECR scheme was 
analyzed step-by-step for each scenario, and the 
final results show savings of USD $23,442,114 
(non-ECR), USD $17,552,289 (Scenario 1), USD 
$16,502,252 (Scenario 2), and USD $14,125,643 
(Scenario 3). This is incidentally calculated to 
be −33.56% (Scenario 1), −42.05% (Scenario 2), 
−65.95% (Scenario 3) compared to those of the 
non-ECR environment. 

Ⅴ. Discussion and Conclusion 

The IMO’s regulation of ship-related air 
pollution and the establishment of a global GSC 
network can be very costly, and there might be an 
imbalance between the economic performance 
of the shipping market and environmental 
compliance in the current eco-shipping industry 
circumstances. Furthermore, air pollution caused 

by the maritime industry should be approached 
from the international level to solve the problem 
with a sense of environmental community. In 
this study, the ECR scheme was introduced as 
part of an air pollutant reduction strategy that 
could be introduced in the process of achieving 
t he IMO2050 slogan rega rd ing the g reen 
shipping industry, thereby estimating economic 
performance in social and environmental sectors 
after ECR implementation. The ECR strategy 
can be defined as a differentiated environmental 
improvement measure at the international level, 
which can be implemented for maritime transport 
on the high seas to compensate for the limitations 
of currently implemented policies and systems to 
prevent air pollution from ship operations. 

We analyzed data collected from the port 
calls of container ships participating in trade 
between South Korea and China based on the 
characteristics of the maritime traffic of liner 



shipping that regularly sail cer tain routes. 
Consequently, it was found that (i) the social 
and environmental costs that may occur from 
CO2, SOX, NOX, PM10, PM2.5, and CO emissions, 
and noticeable indirect costs owing to the ship 
operation can be reduced by implementing the 
ECR system. Fur ther, (ii) considering each 
scenar io, if a vessel operator moves at the 
recommended speed within the ECR, the ship 
operating costs in terms of fuel consumption can 
be considerably reduced. Thus, as ship operators 
can generate economic benefits in ship operating 
costs and improve ship fuel efficiency through 
economies of scale in voyage time and ship 
operations at normal speed, the ECR scheme can 
motivate ship operators to participate voluntarily 
with incentives that could be offered, unlike 
existing IMO regulations. The ECR strategy 
can be designed as a f ramework for policy 
instruments to improve air quality considering the 
international trend to improve air pollution, and 
strategic steps to achieve zero emissions. 

At a time when global cooperation on the 
new climate regime is expanding due to the 
adoption of the Paris Agreement, it is time for 
the shipping industry to develop a comprehensive 
plan for environmental cooperation. To this 
end, it is necessary to establish a framework 
for international cooperation between relevant 
international organizations, key countries, and 
industrial players. The recommended capacity 
and incentives for compliance with the ECR 
system need to be considered th rough an 
exchange of views between environmental policy-

making groups and industrial stakeholders at the 
international and national levels. As such, given 
the relationship between policymakers and ship 
operators that must comply with regulations, a 
mutually positive effect can be achieved through 
an ECR scheme. Specifically, the conditions and 
feasibility of implementing an ECR strategy 
requi re cooperat ion between inter nat ional 
organ izat ions ,  such as the IMO, which is 
responsible for environmental policy in the 
global shipping industry, and related countries. In 
addition, it is possible to create synergistic effect 
with ETS implemented under various support 
policies depending on the level of carbon intensity. 
In the future, organizations designing policies 
for the green shipping industry should engage in 
ongoing research to achieve a green environment 
for the shipping industry via diversifying policy 
efforts, and multifaceted policies for the green 
shipping industry should be developed to reduce 
the economic burden on shipping companies. 

Lastly, based on the conceptual design of the 
ECR system, this study converted the direct and 
indirect benefits that could be induced into cost 
values when introducing an ECR scheme for each 
scenario in the liner shipping between Korea 
and China. In the future, the complementary 
relationship between policies and the feasibility 
of int roducing an ECR st rategy should be 
reviewed considering scope, and the direction of 
the functional change of the ECR system should 
be regarded when the GSC is extended to the 
global network, including green ship propulsion 
technology and green fuel-related technology.
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I. Introduction

Over the past 100 years, efforts by countries 
around the world for f ree t rade have been 
continuous. Prior to the 2000s, multilateral trade 
negotiations were conducted under the GATT and 
WTO systems. After the 2000s, it was difficult 
to reach an agreement due to the large number 
of participating countries, so to both multilateral 
trade negotiations and free trade agreements 
appeared, in which relatively few countries 
participated. These have contributed to lower 
tariff rates; according to World Bank Indicators, 
the world average tariff rate was 15% in 1990, 
which has fallen by 5.2% in 2017.

However, after the 2008 global financial crisis, 
with cases such as the China trade dispute, Brexit, 
and the China-Australia trade dispute, the world 
is increasingly moving toward protectionism. The 
lack of progress in WTO negotiations and the 
failure to appoint members of the WTO Dispute 
Settlement Body is weakening the WTO’s existing 
authority for free trade around the world.

In addition, the number of non-tariff measure 
notif icat ions by each country continues to 
increase every year. Non-tariff measures can be 
notified to the WTO for fair trade and the interests 
of consumers, but they can be an excessive 
regulation and become a trade barrier. The number 
of disputes over non-tariff measures also shows 
an upward curve. Although tariff rates continue to 
fall, the increase in non-tariff measures shows that 
protectionism is spreading. The reason non-tariff 
measures are taken is due to issues of industrial 
protection and employment (Cho et al., 2017), as 
well as cultural characteristics unique to different 
countries (Lee & Yoo, 2022).

Among these non-tariff measures, Technical 
Barr iers to Trade (TBT) are the most used 
compared to other non-tariff measures. In fact, 
according to the WTO I-TIP (Integrated Trade 
Intelligence Portal), which records information on 
non-tariff measures, in the case of Korea, there 
were 2,131 non-tariff measures initiated or in 
force from 1995 to 2021, and TBT accounted for 
an overwhelmingly large portion with 1,142 cases. 

These can have a significant impact on trade as 
they can compulsorily require production methods 
and evaluation procedures for traded products.

As non-tar iff measures, including TBT, 
account for a large portion of global trade and 
commerce, many related studies have been 
conducted. However, most previous studies on the 
trade effects of non-tariff measures conducted in 
Korea focused on export effects. Korea’s non-tariff 
measures had a frequency index and coverage 
ratio of about 90%, which is high enough to rank 
10th in the world (WTO, 2021). This means that 
90% of imported products and import value were 
affected by non-tariff measures. Despite these 
facts, it is difficult to find studies on the effect of 
TBT on Korea’s imports.

In this regard, this study aims to analyze the 
impact of TBT, which accounts for the largest 
por t ion of Korea’s non-tar iff measures, on 
imports in the manufacturing industry in China, 
Korea’s number 1 import destination. China is 
Korea’s largest trading partner, and itseconomy 
has grown rapidly (Qin & Jin, 2022), accounting 
for a larger share of both exports and imports 
than any other country. Since the signing of the 
Korea-China FTA (Park & Liu, 2022), economic 
and political integration has deepened, and Korea 
recorded a significant surplus in trade with China 
(Ahn & song, 2021; Park, 2021) However, the 
increase in the surplus has slowed since 2019, 
and the country had the largest deficit in 2022 
(Ku & Hong, 2023). Also, China’s Technological 
progress has seen great achievement (Gao & Jin, 
2022). These changes in trade structure can affect 
employment (Koo & Kim, 2020). Considering that 
the causes of the increase in non-tariff measures 
are the economic recession and job problems 
in each country, the impact of TBT on Korea’s 
employment will be further analyzed.

II. TBT and Literature Review

1. TBT Overview

Before the TBT agreement was signed, 
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technology-related consultations between countries 
were conducted th rough the Tokyo Round 
Standards Code in 1979. However, the Standards 
Code had the disadvantage of violating the principle 
of the Most Favored Nation clause as it was an 
agreement between contracting parties rather than 
multilaterally. To supplement this, the WTO’s 
TBT Agreement created a Most Favored Nation 
clause that entered into force on January 1, 1995. In 
other words, the WTO TBT agreement aims for a 
multilateral trading system without discrimination 
between member countries (WTO, 2013).

The WTO’s TBT agreements specify the 
definition, classification, and scope of application 
of TBT. First, looking at the definition, TBT 
provides the minimum measures to protect the 
safety and health of plants and the environment. 
Here, the minimum measures mean TBT for 
public interest ,  such as human safety and 
environmental protection. At the same time, TBT 
is prohibited from being an excessive barrier to 
trade (WTO, 1995). 

The classification of TBT can be divided into 
Technical Regulation, Standard, and Conformity 
Assessment Procedure. Technical regulations and 
standards stipulate the methods of production 
and production methods of products. Technical 
regulations are regulations implemented by the 

government and have compliance, but the difference 
is that the standards are not enforceable. However, 
the International Organization for Standardization/
International Electrotechnical Committee Guideline 
2 states that the standards can be voluntary or 
compulsory. Conformity procedures refer to all 
procedures to ensure that products are produced 
in accordance with the requirements of technical 
regulations and standards.

2. TBT Status in Korea

Table 1 shows the top 10 countries in the 
cumulative number of notifications from 1995 to 
2021. Compared to Brazil, which ranked second, 
the United States showed an overwhelming figure, 
recording about twice the number of notifications, 
followed by China and the EU. Among the non-
tariff measures of the top 10 countries, SPS and 
TBT accounted for the largest share.

Korea saw 2,131 non-tariff measures, ranking 
sixth in the world. Similar to the global trend, SPS 
and TBT recorded 713 and 1,142 cases, respectively, 
accounting for about 87% of the total. In particular, 
TBT recorded the highest number of cases with 
1,142 cases. Other measures include ADP, SG, and 
SSG, but their share was only about 10%.

Table 1. Global Ranking of Non-Tariff Measures (1995-2021)

Ranking Country SPS TBT ADP CV SG SSG QR Sum
1 USA 3,199 2015 854 285 13 496 59 6,986
2 Brazil 1,969 1,394 391 12 4 0 0 3,787
3 China 1,350 1,641 288 17 2 0 42 3,394
4 EU 873 1,464 514 78 0 71 18 3,128
5 Canada 1,395 789 289 74 4 0 48 2,634
6 Korea 713 1,142 121 0 4 75 3 2,131
7 Japan 834 948 16 1 1 173 85 2,081
8 Uganda 173 1,530 0 0 0 0 0 1,703
9 India 264 271 976 28 46 0 59 1,669
10 Thailand 506 760 96 0 6 0 69 1,463

Source: WTO, I-TIP (2022).
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Fig. 1 shows the number of TBT notifications 
by year in Korea. There is an increase or decrease 
from year to year, but it shows an upward trend. 
The number of TBT notif ications in Korea 

Fig. 1. Korea’s TBT Notification Trend

Source: WTO I-TIP (2022).

were less than 40 before 2008, but doubled in 
2009 compared to the previous year due to the 
impact of the global financial crisis in 2008, and 
continued to increase after that, peaking in 2021. 

Table 2 shows the number of TBT notifications 
by product from 1995 to 2021 in Korea. TBT for 
mechanical and electronic products was greatest 
with 190 cases, followed by chemical products, 
plastics, and rubber products. Products with high 
technology concentration recorded a high number 
of notifications, and products that did not recorded 
a low number of notifications.

3. Theoretical Background and 
Literature Review

As the number of TBT notifications increases 
globally, research on its impact on trade has been 
actively conducted. Unlike trade barriers such 
as tariffs, TBT does not always have a negative 
impact on trade. Factors such as technological 
regulation increase trade costs for exporting firms 
by incurring information costs and adaptation 
costs. Here, information cost refers to the 

cost incurred in researching the TBT of other 
countries in order to export domestic products, 
and adaptation cost refers to the cost incurred in 
modifying export items to suit foreign markets. 
Nevertheless, adopting the same TBT between 
two countries can facilitate trade by lowering 
information costs (Moenius, 2004). In addition, 
TBT can generate more demand and promote 
more consumption and trade because it can 
provide consumers with information about safety 
and quality (Bao & Chen, 2013; Portugal-Perez et 
al., 2010).

Meanwhi le ,  Korea is  a  cou nt r y h igh ly 
dependent on trade, and there have been many 
studies analyzing the effects of TBT on trade. 
Jang and Seo (2014) analyzed the effect of TBT 
on Korea’s exports and imports by two-unit HS 
code. As a result of the analysis,  it was confirmed 
overall that TBT has a negative impact on 
Korea’s exports and imports in the short term, 



Table 2. Number of TBT Notifications by Product in Korea

 HS Code Product Description Notice Number 

- Unclassified product 742

84 ~ 85 Machinery and electrical equipment 190

28 ~ 38 Products of the chemical
 and allied industries 154

39 ~ 40 Resins, plastics and articles; rubber and articles̀ 90

94 ~ 96 Miscellaneous manufactured articles 89

90 ~ 92 Instruments, clocks, recorders and reproducers 59

16 ~ 24 Prepared foodstuff; beverages, spirits, vinegar; tobacco 59

01 ~ 05 Live animals and products 52

06 ∼ 14 Vegetable products 45

86 ~ 89 Vehicles, aircraft and vessels 38

15 Animal and vegetable fats, oils and waxes 36

72 ~ 83 Base metals and articles 35

47 ~ 49 Paper, paperboard and articles 27

44 ~ 46 Wood, cork and articles; basketware 27

68 ~ 70 Articles of stone, plaster; ceramic prod.; glass 26

25 ~ 27 Mineral product 20

50 ~ 63 Textiles and article 16

97 Works of art and antiques 5

41 ~ 43 Hides, skins and articles; saddlery and travel goods 1

64 ~ 67 Footwear, headgear; feathers, artif. flowers, fans 1

71 Pearls, precious stones and metals; coin 1

93 Arms and ammunition 1

Source: WTO I-TIP (2022).
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but they have a positive impact in the long term. 
In addition, it was confirmed that the higher the 
technology level, the greater the negative impact. 
Choi et al. (2015) analyzed that the impact of TBT 
on trade was not significant because most trade 
between Korea, China, and Japan consists of 
intermediate goods. Hwang (2020a) analyzed the 
effects of TBT and SPS applied to Korea’s six-unit 
HS exports by country import level and industry. 
As a result of the analysis, it was found that non-
tariff measures created by high-import countries 
restricted Korea’s exports, but in the case of low-
import countries, the results were reversed. The 
results showed that the export effects of TBT and 
SPS in industries other than the chemical industry 
were not significant. Also, in the case of trade 
with China, it was judged that TBT would have 
a positive impact because intermediate goods 
account for most trade. Park et al. (2019) analyzed 
the impact of ASEAN’s TBT on Korea’s exports 
of 85 types of electrical appliances, which are 
Korea’s No. 1 export products to ASEAN. As 
a result, it was found that all 85 products and 
intermediate goods were not affected. Yoon and 
Jang (2019) analyzed the effects of TBT and SPS 
on halal food imports in Muslim and Southeast 
Asian countries. As a result, it was confirmed 
that the certification process has a positive effect 
on imports in Islamic countries, but in Southeast 
Asia, the certification process is difficult and has a 
negative effect.

TBT can ind i rect ly af fect  employ ment 
through trade. TBT may reduce imports. At this 
time, domestic employment must be increased 
for domestic production to fill the insufficient 
demand. Additionally, exporting countries can 
increase employment by making foreign direct 
investments to bypass the importing country’s 
TBT. However, only a few studies on this have 
been conducted.

Leonardi and Maschi (2021) looked at the 
impact of non-tariff measures imposed on China, 
the largest importing partner of the United States, 
on imports, employment, and wages. The United 
States continued to have a trade deficit due to 
trade with China, and therefore, the analysis 

focused on employment and wages in contested 
regions. To analyze the impact of China’s non-
tar iff measures on employment, the impor t 
competition presented by Autor et al. (2014) 
was used as a control variable. As a result of the 
analysis, it was found that non-tariff measures 
curb impor ts and have a posit ive effect on 
employment and wages. Hwang (2020b) analyzed 
the impact of non-tariff measures by trading 
country on Korea’s exports and employment. It 
was found that non-tariff measures had a negative 
impact on both exports and employment. In 
addition, industries with high capital intensity 
showed a relatively larger negative impact.

Summarizing the results of the study, TBT 
has relatively fewer trade-restricting effects for 
developed countries than developing countries. 
In addition, the trade effect of TBT was found 
to be negative when the technology level of the 
industry was higher. Studies with no effect were 
presented. In the case of China, the impact of 
TBT was not negative because it has a large trade 
in intermediate goods with Korea. In a study 
analyzing by terms of employment, it was found 
that non-tariff measures had a  positive effect on 
notifying country.

As such, it is difficult to clearly define how 
non-tariff measures affect trade. In addition, 
most previous studies analyzed the export effect 
in Korea, and it is difficult to find a study that 
analyzed the import effect. Therefore, this study 
analyzed the effect of TBT on impor ts and 
employment from China, Korea’s number one 
importing country. In addition, by reflecting the 
results of previous studies that revealed the trade 
effect differs by intermediate goods and industry, 
it was further analyzed by industry, wherein 
Korea’s TBT is mainly imposed.

III. Methodology

1. Analysis Method

This study aimed to analyze the impact of TBT 
in the Korean manufacturing industry on imports 



from China and employment in Korea. The 
entities used for both analyses are HS products 
and industries. The analysis period used 23 years 
of data from 1995 to 2017. These two objects are 
repeated by year and judged as panel data. In this 
case, it is appropriate to analyze using a panel 
model. For the panel model, the fixed effect model 
and the random effect model are mainly used. 
In this study, both models were used, and the 
Hausman Test results and LM Test were presented 
in each analysis result table.

The import effect referred to the gravity 
model, and the employment effect referred to the 
import competition variable presented by Autor et 
al. (2014), and the model by Leonardi and Maschi 
(2021).

1.1. Import Effect Model

The gravitational model is a model applied 
to international economics from Newton’s law 
of universal gravitation, and explains the scale 
of t rade between two countr ies. Tinbergen 
(1962), who first applied the gravity model to 
empirical analysis, explained that the size of 
trade was influenced by three factors. For trade 
to occur, exporting countries need the economic 
power to export, and importing countries need 
the economic power to consume the exported 
goods. In other words, the size of the economies 
of the two countries is a factor that determines 
the size of trade, and the size of trade increases 
proportionally. The last factor is the distance 
between the two countries. The closer the distance 
between the two, the lower the transportation cost. 
In other words, the size of trade is determined in 
inverse proportion to the distance. An analysis 
model was established by adding a control 
variable to this gravity model, and the following 
(1) is shown.

ln(IMPjt) = β0 + β1TBTjt + β2ln(1+Tariff jt) + 
β3ln(CHNGDPt) + β4ln(KORGDPt) 
+ μt + εjt

   (1)

Wherein:
IMPjt: value of imported product j in time t 
TBTjt: the number of TBT notif ications to 

product j in time t 
Tariffjt: Most-favored nation tariff applied to 

product j in time t 
CHNGDPt: China real GDP per capita in time t
KORGDPt: Korea real GDP per capita in time t
μt: individual error terms that do not change 

with time for products
εjt: st ochastic residual term
βi (i=0,1,2,3,4): the parameters of the model

1.2. Employment Effect Model

The formula for analyzing the employment 
effect is shown in Equation (2) below.

ln(Yit) = β0 + β1ln(TBTit + 1) + β2ΔImexpit + 
β3ln(Wageit) + β4ln(Capit) + μt + εit

(2)

Wherein: 
Yit: the number of employees in industry j in 

time t
TBTit: sum of the number of TBT notifications 

cor responding to the 6-unit HS code 
corresponding to industry j in time t

Imexpit: the degree of exposure to imports from 
China to industry j in time t

Wageit: the per capita wage in the industry i in 
time t

Capit: the capital intensity of industry i in time t
μt: individual error terms that do not change 

with time for products
εit: stochastic residual term
βi (i=0,1,2,3,4): the parameters of the model

2. Analysis Data 

In this study, TBT data by country provided by 
the Vienna Institute for International Economics 
were used. Non-tariff measures including TBT are 
notified to the WTO, and TBT data accumulated 
since 1995 can be obtained from the WTO I-TIP, 
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but the data has many missing values. Actually, 
there are 1,142 TBT notifications in Korea, with 
only 101 notifications providing HS codes are not 
suitable for analysis.

In order to compensate for these disadvantages, 
the Vienna Institute for International Economics 
worked to link HS code with the notice of non-
tariff measures. The WTO’s TBT notice provides 
the ICS (International Classification for Standards) 
code used by the International Organization for 
Standardization for product classification, so it 
was used to link the HS code. Through this work, 
data on more than 5,000 products notified to the 
WTO during the period from 1995 to 2019 were 
linked to 6 units of HS codes, and the omission 
rate of HS codes in all notifications was 55% 
decreased below 25% (Ghodsi et al. 2017).

For import amounts and tariffs, data from 
WITS (World Integrated Trade and Solution) 
were used. WITS provides international trade 
information based on the UNCTAD-TRINS 
database. The data of the Vienna Institute for 
International Economics and WITS provided 
information based on the combined HS codes 
(HS Combined), so the data could be linked. GDP 
per capita was provided by World Development 
I n d i c a t o r s  ( W DI ) ,  a n d  t h e  H S  c o d e  o f 
intermediate goods used in the additional analysis 
referred to the BEC code presented by the UN.

Table 4. Variable Source

Variable Expected Sign Source

IMP Dependent variable World Integrated Trade Solutions

TBT - Integrated Trade Intelligence Portal

GDP + World Development Indicators

Tariff - World Integrated Trade Solutions

Intermediate HS UN Trade Statistics

Y Dpendent variable

The data collected by Industrial Research Institute (ISTANS) 
corresponded to KSIC.

ΔImexp -

Wage -

Cap -

For industrial classification, the 10th Korea 
Standard Indust r ial Classif icat ion (KSIC) 
provided by the National Statistical Office was 
utilized. The National Statistical Office prepared 
the KSIC according to the International Standard 
Industrial Classif ication (ISIC) presented by 
the United Nations for the accuracy of Korean 
industrial statistics. The classification structure of 
KSIC consists of 21 letters as the main category, 
and 77 numbers as the middle category.

Data provided by the Industrial Statistics 
Analysis System (ISTANS) of the Korea Institute 
for Industrial Economics and Trade were used for 
the number of employees, import competition, 
tangible fixed assets, and per capita wages for 
each industry. Although the industry classification 
system of the data of the Korea Institute for 
Industrial Economics and Trade is different from 
that of KSIC, it provides a linkage table with KSIC, 
so it is linked according to the standards of KSIC.

For the HS code cor responding to each 
industry, the integrated economic classification 
l i n kage t able  prov ided by t he s t a t i s t ica l 
classification portal of the National Statistical 
Office was used. It is provided in HS 6 units 
cor responding to the KSIC code, and the 
corresponding impor t amount and TBT are 
linked. Table 4 shows the Expected Sign and 
sources of the variables. 



Table 5 shows the descriptive statistics of 
the variables. The average amount of imports, 
which is the dependent variable used in the 
import effect analysis, was $17,866,949, and 1.43 
TBT measures were taken on average for each 

product. The average number of employees used 
in the employment effect analysis was 111,065, 
and TBT+1 showed that 313 measures were 
implemented for each industry.

Table 5. Descriptive Statistic

Variable Obs. Average Standard 
Deviation

Minimum 
Value

Maximum
Value Median Mode

IMP
(Dollar) 39,589 17,866,949 118,765,134.9 1 8,292,635,531 950,037 5,399

TBT 32,932 1.43 2.86 0 39 0 0

1+Tariff
(%) 39,531 8.74 19.56 1 687 9 9

CHNGDP
(Dollar) 39,589 3,916.563 2,855.69 609.66 8,816.99 3,468.30 8,816.99

KORGDP
(Dollar) 39,589 20,834.6 6,811.42 8,281.70 31,616.84 21,743.48 31,616.84

Y (Person) 529 111,065 100,932.07 1,951 454,078 87,888 -

Wage
(Million Won) 529 27.65 13.11 9.33 83.62 24.94 15.14

TBT+1 506 313.61 693.72 1 6,046 61 1

Cap
(Million Won) 529 185.85 314.39 12.07 2,669.85 101.23 -

∆Imexp 529 0.54 1.60 -12.69 7.89 0.32 -

IV. Analysis Results

As a result of the Hausman test, the fixed 
effect model was found to be more appropriate 
in the import model, but the LM Test result was 
statistically significant, so the random effect 
model is also appropriate. Additionally, the 
import effect analysis showed consistent results 
regardless of the analysis model. 

First, Table 6 shows the effect of TBT on 
imports of manufacturing and intermediate goods. 

Tariffs and GDP, which were used as control 
variables, all showed a statistically significant 
effect on the amount of imports. First, in the case 
of tariff rates, a 1% increase in the tariff rate in the 
manufacturing industry results in a decrease of 
approximately 0.58% in the amount of imports.

When the real GDP per capita of Korea and 
China increases by 1%, the amount of imports 
in each country rises by about 1.8% and 0.34%, 
respectively. This shows results consistent with 
predict ions before analysis. TBT, the main 
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variable, did not statistically affect both the total 
manufacturing industry and the import amount of 
intermediate goods. A study by Choi et al. (2016) 

Table 6. Regression Results of TBT to Manufacturing Product Imports of Korea

Variable
Total Manufacturing Industry Manufacturing Intermediate Goods

FE (Fixed Effect) RE (Random Effect) FE (Fixed Effect) RE (Random Effect)

TBT 0.004***
(0.004)***

0.001***
(0.004)***

0.007***
(0.006)***

0.004***
(0.006)***

ln(1 + Tariff) -0.587***
(0.038)***

-0.537***
(0.033)***

-0.654***
(0.046)***

-0.555***
(0.04)***

ln(CHNGDP) 0.338***
(0.034)***

0.330***
(0.034)***

0.283***
(0.04)***

0.273***
(0.041)***

ln(KORGDP) 1.799***
(0.089)***

1.801***
(0.09)***

1.878***
(0.107)***

1.902***
(0.108)***

Constant -6.584***
(0.666)***

-7.080***
(0.802)***

Observations 32,883*** 32,883*** 23,729*** 23,729***

R2 0.225*** 0.191*** 0.221*** 0.184***

Adjusted R2 0.169*** 0.191*** 0.166*** 0.184***

F-Statistic 2,231.379***
(df = 4; 30656) 8,423.418*** 1,574.372***

(df = 4; 22143) 5,912.076***

Hausman Test chisq = 70.305***, df = 4 chisq = 40.438***, df = 4

LM Test chisq = 91103***, df = 1 chisq = 91122***, df = 1

Notes: 1. ***is significant at the 1% level, **is significant at the 5% level, and *is significant at the 10% level.
2. (  ) indicates standard error.

on middle intra-regional trade between Japan, 
Korea, and Chinais consistent with the result that 
intermediate goods are mostly unaffected by TBT.

However, the analysis of detailed industries 
showed different results. Table 7 shows the 
effect of TBT on imports in the plastic and steel 
industries. In the case of the plastics industry, 
TBT did not have a statistically significant effect, 
but the steel industry showed a negative effect.

Table 8 shows the import effect of TBT in 
the electronic parts and electrical equipment 
industries. For these industries, TBT was found to 
have a negative effect on the amount of imports. 

Table 9 shows the effect of TBT on the import 
value of the chemical industry. Unlike other 
industries, the chemical industry was found to 
have a positive effect on the amount of imports. 
In contrast, tariffs did not appear to affect import 
values.

In summarizing the import effect by industry, 
it did not match the results of previous studies that 
found that the higher the level of technology, the 
more negatively they were affected by TBT.



The electronic parts and electrical equipment 
industries are high-tech industries, and it can be 
judged that imports are restricted as the number 
of TBT notifications increases. On the other hand, 
the steel and plastic industries showed different 
results from the same low- and middle-tech 
industries. In the case of the plastics industry, it 
can be interpreted that it is not affected because 
it is a medium-low technology industry. In the 
steel industry, the number of TBT notifications 
was relatively low compared to other industries, 
but due to China’s steel oversupply, it seems that 
these results resolve the middle trade friction in 
some cases. In the case of the chemical industry, 

Table 7. Regression Results of TBT to Plastic and Steel Industry Imports of Korea

Variable
Plastic Industry Steel Industry

FE (Fixed Effect) RE (Random Effect) FE (Fixed effect) RE (Random effect)

TBT -0.027***
(0.018)***

-0.022***
(0.018)***

-0.255***
(0.051)***

-0.248***
(0.051)***

ln(1 + Tariff) -2.271***
(0.459)***

-2.448***
(0.459)***

-0.536***
(0.065)***

-0.501***
(0.061)***

ln(CHNGDP) 0.567***
(0.089)***

0.553***
(0.091)***

0.113***
(0.104)***

0.089***
(0.106)***

ln(KORGDP) 2.377***
(0.212)***

2.336***
(0.219)***

3.907***
(0.259)***

3.879***
(0.264)***

Constant -16.117***
(1.998)***

-24.895***
(1.909)***

Observations 2,459*** 2,459*** 6,306*** 6,306***

R2 0.557*** 0.518*** 0.348*** 0.307***

Adjusted R2 0.533*** 0.517*** 0.31*** 0.306***

F-Statistic 733.091***
(df = 4; 2329) 2,707.343*** 795.331***

(df = 4; 5952) 2,911.656***

Hausman Test chisq = 48.294***, df = 4 chisq = 43.535***, df = 4

LM Test chisq = 7243.9***, df = 1 chisq = 10541***, df = 1

Notes: 1. ***is significant at the 1% level, **is significant at the 5% level, and *is significant at the 10% level.
2. (  ) indicates standard error.

TBT has a positive effect on imports, whereas 
tariffs have no effect on imports. This is because 
the chemical industry includes products that are 
highly dependent on Chinese imports, such as 
crude oil, natural gas, coal, and cosmetics.

In addition, in comparing these results with 
those of previous studies to discuss the results, in 
the case of Hwang (2020a), it was found that non-
tariff measures in Korea’s chemical industry had a 
positive effect on exports. This was explained by 
reducing information asymmetry. This explanation 
is partially consistent with the results of this study. 
In other words, this study also found that non-
tariff measures had a positive effect on trade in the 
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case of the chemical industry. Additionally, the 
chemical industry recorded the second highest 
number of notifications, but this means that the 
content of the notifications is more important than 
the number of notifications (Heo, 2022).

A study by Jang and Seo (2014) presented the 
result that the higher the level of technology in the 

Table 8. Regression Results of TBT on the Electric Industry Imports of Korea

Variable
Electronics Industry Electrical Equipment Industry

FE (Fixed Effect) RE (Random Effect) FE (Fixed Effect) RE (Random Effect)

TBT
-0.158***

(0.021)***
-0.156***

(0.021)***
-0.044***
(0.008)***

-0.043***
(0.008)***

ln(1 + Tariff)
-0.859***

(0.094)***
-0.904***
(0.09)***

0.281**
(0.126)***

ln(CHNGDP)
0.738***

(0.171)***
0.722***

(0.172)***
0.990***

(0.076)***
0.987***

(0.076)***

ln(KORGDP)
1.491***

(0.393)***
1.473***

(0.395)
1.549***

(0.174)***
1.545***

(0.174)***

Constant
-3.001***

(2.789)***
-15.840***
(1.212)***

Observations 2013*** 2013*** 3,636*** 3,636***

R2 0.312*** 0.326*** 0.525*** 0.51***

Adjusted R2 0.273*** 0.325*** 0.5*** 0.509***

F-Statistic
216.277***

(df = 4; 1904)
877.131***

1,272.215***
(df = 3; 3459)

3,775.445***

Hausman Test chisq = 3.0365***, df = 4 chisq = 3.5469***, df = 3

LM Test chisq = 5101.3***, df = 1 chisq = 19215***, df = 1

Notes: 1. *** is significant at the 1% level, ** is significant at the 5% level, and *is significant at the 10% level.
2. (  ) indicates standard error.
3. Tariffs in the electrical equipment industry remain unchanged, so there is no effect in the fixed effect 

model.

industry, the greater the negative impact of TBT. 
The reason for the inconsistency with the results 
of this study can be interpreted as the fact that 
TBT was influenced by the characteristics of each 
industry rather than the technological level of 
each industry, and the range of analysis data was 
different.



In contrast, the random effect model was found 
to be more appropriate for the employment effect 
model, unlike the import effect model, and the 
LM Test result was also statistically significant. 

Table 10 shows the effect of TBT on the number 
of employees in the manufacturing industry. The 
analysis results show that both per capita wage 
and capital intensity have a statistically significant 
effect on the number of employees. When per 
capita wage and capital intensity increase by 1%, 
respectively, the number of employees increases 
by 0.012% and decreases by 0.311%, respectively. 
However, import competition did not have a 
significant effect on the number of employees. 

Table 9. Regression Results of TBT to the Chemical Industry Imports of Korea

Variable
Chemical Industry

FE (Fixed Effect) RE (Random Effect)

TBT 0.022***
(0.004)***

0.021***
(0.004)***

ln(1 + Tariff) -0.146***
(0.118)***

-0.107***
(0.108)***

ln(CHNGDP) 0.594***
(0.047)***

0.576***
(0.048)***

ln(KORGDP) 1.356***
(0.114)***

1.353***
(0.117)***

Constant -5.267***
(0.908)***

Observations 13,377*** 13,377***

R2 0.303*** 0.266***

Adjusted R2 0.261*** 0.266***

F-Statistic 1,370.673***
(df = 4; 12618) 5,003.563***

Hausman Test chisq = 48.294***, df = 4 

LM Test chisq = 34031***, df = 1

Notes: 1. ***is significant at the 1% level, ** is significant at the 5% level, and *is significant at the 10% level.
2. (  ) indicates standard error.

TBT, the main variable, showed different results 
depending on the analysis model. In the fixed effect 
model, it was found that the number of employees 
was not affected, but in the random effect model, 
as the number of TBT notifications affected by the 
industry increased, and the number of employees 
increased by 0.012%. This was partially consistent 
with the study results of Leonardi and Maschi 
(2021). The results of this study showed that TBT 
and SPS had a positive effect on employment 
growth while reducing US manufacturing imports. 
In this study, TBT had a positive effect on the 
increase in the number of employees, but did not 
affect the decrease in imports.
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These results suggest that there are differences 
in the purpose of TBT utilization by country. 
A lt houg h employ ment  i nc rea sed i n  bot h 
countries, the U.S. TBT aimed at restricting 
imports, which affected imports, and Korea’s TBT 
aimed at compliance with international standards 
and advanced technology, so it had a positive 
effect on the increase in the number of employees. 
This difference in goals seems to have arisen 

Table 10. Regression Results of TBT on Employment of Korea

Variable
Employment

FE (Fixed Effect) RE (Random Effect)

ln(Wage) 0.012***
(-0.002)***

0.012***
(-0.002)***

ln(cap) -0.310***
(-0.045)***

-0.311***
(-0.045)***

ln(TBT + 1) 0.011***
(-0.007)***

0.012***
(-0.007)***

ΔImexp 0.0001***
(-0.006)***

0.0002***
(-0.006)***

Constant 12.196***
(-0.265)***

Observations 506*** 506***

R2 0.105*** 0.1***

Adjusted R2 0.056*** 0.093***

F-Statistic 14.047***(df = 4; 479) 55.826***

Hausman Test chisq = 0.47014, df = 4 

LM Test chisq = 3.5623*, df = 1

Notes: 1. ***is significant at the 1% level, **is significant at the 5% level, and *is significant at the 10% level.
2. (  ) indicates standard error.

because the size of the manufacturing base in the 
US differs greatly from that in Korea.

The analysis of the import effect of TBT 
showed different results when analyzed by 
industry. Therefore, it is reasonable to analyze 
employment by industry, but the analysis could 
not be performed due to the small number of 
samples and limitations in data collection.

V. Conclusion

As the instability of the global economy 
continues, the frequency of use of tariffs, a 

representative means of protectionism in most 
countries, is gradually decreasing, while the 
number of notifications of non-tariff measures is 
increasing. Reflecting this situation, many studies 



have been conducted that have analyzed the trade 
effects of non-tariff measures. Since Korea is a 
country highly dependent on trade, many studies 
have been conducted that have analyzed the trade 
effects of non-tariff measures, and most studies 
have analyzed the impact of non-tariff measures 
on exports. However, although the number of 
notifications of Korea’s non-tariff measures is so 
high that it ranks sixth in the world, it is difficult 
to find studies on the import effect of such non-
tariff measures in Korea. Accordingly, this study 
analyzed the effects of Korea’s TBT on imports 
from China and employment in Korea.

First, as a result of analyzing the effect of 
Korea’s TBT on imports from China, it was 
found that China’s entire manufacturing industry 
and manufacturing intermediate goods were not 
affected by Korea’s TBT. However, as a result 
of analysis by detailed industry, it was found 
that imports of the steel, electronic parts, and 
electrical equipment industries had a negative 
impact, but there was no impact in the plastic 
industry, and there was a positive impact in the 
case of the chemical industry. In other words, 
if TBT increases in Korea, total imports from 
China’s manufacturing industry will not decrease, 
but the effect is different for each industry, so it 
is necessary to establish a TBT imposition policy 
suitable for each industry.

As a result of analyzing the effect of Korea’s 
TBT on Korea’s employment, it was found 
that increasing TBT increases the number of 
employees. In other words, TBT was analyzed to 
help improve domestic economic conditions along 
with its role as a trade barrier.

In conclusion, like the results of the other 
preceding studies reviewed above, TBT does 
not affect trade, and rather has a positive effect. 
In addition, in the case of the manufacturing 
industry as a whole, TBT did not reduce imports, 
and increased the number of employees. However, 
negative effects have been found in the electrical 
equipment, electronic parts, and steel industries, 
so it is necessary to make a careful decision 
through various analyses when imposing TBT on 

these industries.
Just as a trade surplus is not necessarily a 

positive sign, whether or not non-tariff measures 
such as TBT ultimately help Korea’s economic 
growth need to be analyzed from a long-term 
perspective. In other words, even if the industry 
is protected in the short term through TBT, it is 
necessary to review the long-term growth potential 
of the industry. This is because the increase in 
trade barriers means that the exports of trading 
partners are restricted, so if the economic situation 
of trading partners worsens, another retaliatory 
non-tariff measure may be invoked.

Currently, the WTO Dispute Settlement Body 
is not functioning properly, protectionism is 
intensifying, and the global economic outlook is 
also poor due to the global spread of COVID-19. 
Therefore, if non-tariff measures continue to 
increase, the Korean economy, which is highly 
dependent on trade, will inevitably be negatively 
affected. In order to respond to this situation, 
it is necessary to create a standard TBT that 
promotes trade through cooperation between 
trading countries, notify when necessary, and ease 
protectionism.

This study has the following limitations. First, 
this study analyzed China, Korea’s number 1 
importing country, but was unable to analyze 
other countries. The United States and Japanare 
Korea’s second and third largest importers, and 
the number of cases filed with Korea’s TBT to 
the WTO is greater than that of China, so an 
analysis of these countries is also necessary. 
Second, there are limitations in that it was not 
analyzed in consideration of the qualitative 
aspect of TBT. Even one TBT may have different 
effects on trade depending on the details, so it is 
necessary to analyze this by taking it into account. 
Third, it is necessary to analyze the impact of 
TBT on employment by detailed industry. Since 
the employment effect of TBT is expected to be 
different depending on industry, an analysis by 
industry seems necessary. The limitations of this 
study will be left for follow-up studies.
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ABSTRACT

Purpose – This research aims to provide a greater understanding of the constructs that aid in the mitigation 
of supply chain disruptions. Recent anomalies in the global supply chain have negatively influenced the 
performance of institutions throughout the globe. It is therefore advantageous to examine various antecedents 
of firm performance through the spectrum of supply chain management. To achieve this, an SOR framework 
was utilized for this study.
Design/Methodology/Approach – A hypothesized model was developed to examine the relationship between 
the study constructs. The sample for this research comprised of 200 South Korean firms. Data were analyzed 
using Smart PLS-SEM analysis. All the constructs were analyzed through a SOR framework.
Findings – Supply chain alliance orientation and supply chain resilience had a significantly positive effect on 
market performance. Likewise, it was found that supply chain dynamism encouraged supply chain alliance 
orientation in a supply chain. Further, the mediating effects of alliance orientation showed a positive effect on 
supply chain resilience and market performance. Similarly, supply chain resilience had a favorable mediating 
relationship between supply chain alliance orientation and market performance.
Research Implications – The SOR framework can be used as model for understanding organizational 
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I. Introduction

Global supply chains are complex in nature. 
Institutions within these supply chains are highly 
exposed to supply chain disruption risks caused 
by unexpected global events (Hosseini & Ivanov, 
2019; Yoon et al., 2022). For example, ongoing 
US-China trade disputes, and geopolitical issues 
related to Ukraine and Russia have weighed 
heavily on the world’s highly integrated supply 
chain network (IMF, 2023). Further, the recent 
global pandemic (Magableh, 2021) has contributed 
to dispirited prospects for global growth (Li et 
al., 2021: Park & Liu, 2022). Additionally, other 
major emerging economies have experienced 
fragmented supply chains (Aiyar et al., 2023). 
Throughout this period of uncertainty, major 
economic contractions ensued as the world supply 
chains were encumbered. Supply chain shocks 
are now the norm as global shipping activities 
decrease, resulting in reduced manufacturing 
activities and business closures (Ivanov & Das 
2020). Initial institutional policies related to 
government lockdowns during the pandemic also 
created ripple effects in markets, as suppliers are 
unable to meet deadlines due to obstructions in 
obtaining parts from sub-suppliers further down 
their supply chains (Ozdemir et al., 2022). 

While the dynamic nature of the global 
supply chain is seen as advantageous for certain 
firms, augmented levels of uncertainty remain a 
significant challenge for many firms. For instance, 
Yu et al. (2019) conf irmed that a dynamic 
environment encouraged cer tain companies 
in the supply chain to develop organizational 
c a p a b i l i t i e s .  S u c h  c a p a c i t i e s  i n c l u d e d 
collaborative mechanisms, information processing 
capabilities, and adaptive capabilities (Yu et al., 
2019). However, these benefits could be nonlinear, 
meaning that negative effects could appear in 
highly uncertain and turbulent environments 
(Zhou & Benton, 2007). Therefore, cer tain 
resources and abilities need to be advanced in 
order for firms to achieve a competitive advantage 
in their supply chains (Aldrich & Meyer, 2015). 
This appraisal stems from the observation that 

supply chains are multi-tier complex linkages 
of supply, and are distributed globally (Hosseini 
& Ivanov, 2019), which increases supply chain 
vulnerability under risks and uncertainty (Gölgeci 
& Ponomarov, 2015). 

Compounding the complex and dynamic 
nat u re of  supply chains is  the composite 
disposition of globalization. Firms are required to 
understand and measure disruptions through an 
evolving lens in regard to outsourcing (Ozdemir 
et al., 2022), social capital (Inkpen & Tsang, 
2005), networking (Gölgeci & Kuivalainen, 
2020), and supply chain resilience (Ivanov, 2020). 
The impacts of these measures are increasingly 
important fields of research (Wamba et al., 2020). 
Additionally, traditional theoretical perspectives 
are deemed ineffective in comprehending these 
concerns (Ivanov, 2020). For example, Magableh 
(2021) concluded that the impacts of events, such 
as the recent pandemic would continue and exert 
lasting effects on businesses and policies for the 
foreseeable future (Magableh, 2021). 

In order to contribute to the existing literature 
and advance the discussion regarding f irm 
performance and supply chain resilience, this 
research explores the impact of collaboration and 
strategic alliances in the global supply chain. 
This contribution will expand upon the potential 
of supply chain alliances to mitigate disruptions’ 
influence on the success of companies. To achieve 
this, the current literature focuses on utilizing 
the stimulus–organism–response (S-O-R) model 
(Mehrabian & Russell, 1974). While the theory is 
relatively new in supply chain literature (Matos 
& Krielow, 2019), it is an exceptional tool with 
which to structure the research model (Stephens 
et al., 2022). Next, the introduction of the SOR 
framework is an opportunity for this research to 
uniquely measure the study variables. According 
to the framework, the variables comprising the 
firm can be seen as organisms within a disruptive 
environment. This approach lends organic, life-
like behavior to each construct. Therefore, the 
company is an organism within a constantly 
chang i ng env i ron ment .  Fi na l ly,  t he SOR 
framework offers a holistic perspective in which 
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to understand alliance orientation in several 
ways. For instance, supply chain dynamism can 
be interpreted as a stimulus that will ultimately 
demand a resilient response to achieve a firm 
performance. In this relationship, supply chain 
alliance orientation acts as an organism that 
bridges the gap between stimuli and performance. 

The int roduction of all iance or ientat ion 
and the impor tance of resilience in supply 
chain literature continues to attract interest. 
Consequent ly,  t h i s  re sea rch w i l l  f u r t he r 
contribute to the expansion of the field. After 
the introductory section, the literature review 
establishes suppor t for the research theory, 
constructs, and hypotheses. Following the review, 
details regarding the methods employed for data 
collection will be explained, and the results are 
presented. Subsequently, the concluding remarks 
discuss the implications of the findings. Lastly, 
this study addresses specific limitations with 
recommendations for future research.

II. Literature Review

1. Theoretical Underpinning

L a t e l y,  l i t e r a t u r e  h a s  r e c o m m e n d e d 
expand ing the fou ndat ional  theor ies that 
u n d e r p i n  m a n a g e m e n t  ( Fo l t e a n ,  2 019) ; 
moreover, diversifying the theory that explicates 
organizational behavior will continually enrich 
business literature. Therefore, this research 
sought out a less f requently used theory to 
construct the framework of this research model. 
Ultimately, the stimulus-organism-response 
(SOR) model fit. SOR theory was successively 
developed and sophisticated to describe how 
individuals make decisions in response to stimuli 
in their environment (Bagozzi, 1986; Hebb, 
1966; Mehrabian & Russell, 1974). It has been 
extensively used to understand how consumers 
respond to adver t isements or commercial 
stimuli. To a lesser extent, it has been employed 
in research regarding organizational behavior 
in response to st imuli (Robb & Stephens, 

2021; Stephens et al., 2022). The SOR model 
is especially appropriate for this research as an 
organizational stimulus (supply chain dynamism) 
is modeled. Additionally, the organism is theorized 
here as a new strategic orientation, supply chain 
alliance orientation. Finally, the response is supply 
chain resilience with the following variable, 
performance. Researchers do not note performance 
when studying individuals; however, when 
examining organizations, performance should 
be measured. Indeed, it is a significant factor for 
continuing or discontinuing a behavior for most 
organizations.

2. Hypothesis Development

2.1. Supply Chain Dynamism

The dynamic nature of the commercial domain 
has remained a topic of interest, especially within 
the context of supply chain literature (Dubey et 
al., 2020). As the business environment evolves 
and novel technologies are introduced, supply 
chains are more susceptible to disruptions and 
uncertainties. The impacts of a firm’s properties, 
abil it ies, and competencies on its behavior 
and operations are dependent on supply chain 
dynamism signs (Tajeddini et al., 2020). The rate 
of transformation in supply chain products and 
processes is known as supply chain dynamism 
(Yu et al., 2019). According to this definition, 
dynamism in the supply chain is evaluated 
through three key elements. These encompass the 
frequency of product innovations, the speed of 
process innovation, and the percentage of revenue 
derived from new products (Zhou & Benton, 
2007). Consequently, firms are encouraged to 
apply diverse supply chain practices in response to 
the level of environmental dynamism (Jain et al., 
2017). 

Companies that are able to comprehend the 
degree of change in their commercial environment 
demonstrate greater operational capabilities than 
firms that fail to understand dynamism (Wamba 
et al., 2020; Zhou & Benton, 2007). For example, 
Kumar and Bhatia (2021) established a correlation 
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between dynamism and an organization’s ability 
to implement strategies aimed at mitigating supply 
chain disruptions (Yu et al., 2019). Therefore, 
there is continued backing for a comprehensive 
exploration of the aspects involved in examining 
how supply chain dynamism can bolster supply 
chain resilience and enhance performance (Dubey 
et al., 2020). Further, Zhou and Benton (2007) 
determined that supply chain dynamism could 
affect how information was processes in the 
firm. Similarly, Lee et al. (2016) corroborated 
the positive impact of supply chain dynamism on 
inter-organizational relationships and the effective 
dissemination of information, which in turn 
enhanced supply chain performance (Dubey et al., 
2020). These capabilities also reduced uncertainty 
associated with the environment (Zhou & Benton, 
2007). 

Interestingly, Chung et al. (2018) discovered 
that supply chain dynamism serves as a catalyst 
for organizat ional ambit ion. This includes 
practices such as acquiring shared knowledge and 
collectively utilizing information for the benefit 
of all participants in the supply chain (Dubey et 
al., 2020). Furthermore, proactive behavior by 
firms during dynamic periods encourages the 
establishment of relationships with other supply 
chain partners and the development of alliance 
capabilities (Chung et al., 2018; Reimann et al., 
2019). Ultimately, the presence of uncertainty in 
the business environment compels companies 
to cultivate competencies to mitigate r isks. 
When approached collectively, these strategies 
are more feasible, allowing for the effective 
enhancement of st rategic compet it iveness 
during times of environmental ambiguity. By 
leveraging the relationships forged during such 
periods, organizations can expand their strategic 
competitiveness more effectively (Gligor et al., 
2018). Regarding the above, it seems dynamism 
drives urgency within the supply chain which 
likely leads to cooperation among partners; thus, 
the following hypothesis is proposed:

H1: Supply chain dynamism increases supply 
chain alliance orientation. 

2.2. Supply Chain Alliance Orientation

The establishment of alliance networks was 
found to potentially reduce adverse situations 
(Aldrich & Meyer, 2015). This approach is 
particularly beneficial for resource scarcity while 
operating in dynamic markets. Extensive research 
(Gligor et al., 2018) has explored the significance 
of network relationships in achieving success 
during disruptive events (Aldrich & Meyer, 2015). 
Alliances in the supply chain offer a critical 
relational resource (Chung et al., 2018), enabling 
firms to leverage these relationships in times of 
sudden disruptions (Jain et al., 2017). By fostering 
collective action, alliances encourage firms to 
navigate changes in the supply chain. Moreover, 
this collaboration of alliances provides firms 
with additional distribution channels, enabling 
each partner to adapt and survive in the face of 
adverse changes within the supply chain (Aldrich 
& Meyer, 2015).

Shekarian and Parast (2019) identified several 
themes in supply chain collaboration where 
firms could enjoy mutual benefits. Throughout 
alliances, f irms collect resources that enable 
businesses with constrained resources to activate 
achieving supply chain resil ience (Joseph, 
2020). According to the authors, an orientated 
approach increases closer associations with 
various supply chain partners and enhanced 
operational tasks related to operative forecasting 
and the sharing of risky endeavors (Shekarian & 
Parast, 2019). Supply chain alliance orientation 
confers a competitive advantage (Shekarian 
& Parast, 2019). The collaborative nature of 
this or ientat ion is associated with reduced 
operational costs and uncertainties within the 
supply chain (Aldrich & Meyer, 2015; Shekarian 
& Pa r a s t ,  2019).  C u l t iva t i ng  a  compa ny 
culture that supports collaborative alliances 
has been l inked to enhanced supply chain 
competitiveness (Reimann et al., 2019; Choi & 
Ha, 2022). Moreover, an alliance orientation 
promotes information sharing and the opening 
of communication channels among supply chain 
partners, fostering supply chain visibility and 



improving firm competitiveness (Chung et al., 
2018). Simultaneously, it mitigates supply chain 
uncertainties, particularly during periods of 
adversity (Wang, 2018). 

Several authors have associated collaborative 
behavior with a tendency to establish resilience 
in the supply chain (Gölgeci & Ponomarov, 
2015; Tukamuhabwa et al., 2015). Jain et al. 
(2017) related organizational capabilities such as 
collaboration and f lexibility with embellishing 
resilience in response to disruptions in the 
supply chain (Simchi-Levi et al., 2018). Forming 
alliances and cooperating with global supply 
chain partners enables the reinforcement of the 
supply chain network’s resilience (Philsoophian 
et al., 2021). In a review of over twenty different 
strategies suggested as essential for achieving 
supply chain resilience, Tukamuhabwa et al. 
(2015) mentioned the necessity of improving 
supply chain agility, forming collaborative supply 
chain relationships, and creating redundancy. In 
accordance to this discussion, the next hypothesis 
is presented: 

H2: Supply chain alliance orientation increases 
supply chain resilience. 

Research has shown that col laborat ion 
between actors in the supply chain is related to 
organizational performance (Cao et al., 2010). 
Supply chain alliances as strategic alliances are 
a significant source of assets and know-how and 
generate competitiveness (Ireland et al., 2002).  
However, some studies have found that negative 
aspects associated with risks in alliances similarly 
exist (Shekarian & Parast, 2021). Therefore, an 
in-depth exploration of supply chain alliance 
orientation and its impact on market performance 
is required. Several risks are associated with the 
establishment of alliances based on the supply 
chain. For example, control risks are prevalent 
when partners are unequal based on their position 
of power (Li et al., 2015). Also, partnerships 
become obsolete when companies extend their 
control through vertical or horizontal integration 
within the chain to more directly access customers 

(Shekarian & Parast, 2021). Further networking 
risks associated with alliance orientation are the 
result of unsuccessful collaborative forecasting and 
planning systems or a failure to establish supply 
chain transparency for each partner (Chopra & 
Sodhi, 2004). Another issue related to alliance 
orientation in the supply chain was exhibited by 
Hartmann and Moeller (2014); according to the 
authors, the aspect of chain liability could damage 
the performance of a firm. Hartmann and Moeller 
(2014) noted that the supply chain is composed of 
many supplier tiers. A violation in one of these 
tiers could affect companies not directly associated 
with a firm or their partners. However, consumers 
would in all likelihood find an organization guilty 
of something that an upstream or downstream 
supplier was involved in (Hartmann & Moeller, 
2014).  

Supply chain alliance orientation also offers 
other advantages, which could significantly impact 
a firm’s performance. Partnership commitment 
as a supply chain all iance is observed as a 
valuable relational mechanism in governing 
opportunism and encouraging cooperation in 
mutual relationships, which could affect progress 
in innovation and market performance (Shin et 
al., 2019). Li et al. (2015) noted that alliances 
in the supply chain could reduce process risks. 
Knowledge and information sharing through 
collaboration also augment the performance of 
a supply chain (Anderson et al., 2023). In other 
research, the creation of knowledge through 
a partnership in a supply chain contributed to 
additional benefits such as resource sharing, 
decision synchronization, and incentive alignment 
(Anderson et al., 2023; Dekker et al., 2019; 
Kauppila, 2015). In a related study, Li et al. 
(2015) discovered that the sharing of information 
and mechanisms related to risk management 
boosted financial performance. Subsequently, 
the association between alliance orientation and 
performance requires further study. Thus, the 
following is suggested:

H3: Supply chain alliance orientation increases 
market performance.
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2.3. Supply Chain Resilience

The recent pandemic and current geopolitical 
occurrences have transformed the operative 
environments of many organizations. During 
these inconsistent times, global supply chains 
are particularly impacted (Ivanov, 2020). The 
unpredictable business environment has brought 
about a renewed interest in the concept of 
resilience (Seo et al., 2021). Consequently, the 
notion of understanding resilience is fundamental 
in supply chain management (Ivanov & Das, 
2020). The resilience of the supply chain is 
basically its capability to reinstate or maintain 
performance and functionality following a 
signif icant transformation in the company’s 
system and environmental situations (Ivanov & 
Sokolov, 2019). Resilience in a supply chain can 
be categorized as an ability to adapt to unheralded 
events. Ponomarov and Holcomb (2009) defined 
resilience as the capacity to adapt and prepare for 
unpredicted events, and follow this readied state 
with a response and recovery from the disruption 
(Zhang et al., 2023). Resilience also embodies the 
aptitude to preserve current firm operations at a 
desired level of connectedness, while confirming 
that the organization’s structure and function are 
not jeopardized (Ponomarov & Holcomb, 2009). 
Accordingly, a resilient supply chain can attenuate 
the impact of disruptive events, and make a firm 
more robust in dealing with the adverse effects of 
an intrusive episode (Tukamuhabwa et al., 2015). 

Zhang et al. (2023) suggest that a capability 
centered on resilience could assist in the recovery 
of supply chain operations following a crisis. This 
approach toward resilience also helped the firm 
limit the scope of a disruption (Zhang et al., 2023). 
A further advantage of resilience is connected to 
the recovery efforts following an intrusive event. 
During the recovery stage, a resilient supply 
chain can reduce the composite costs and risks 
associated with the event (Tukamuhabwa et al., 
2015). Wong et al. (2020) have proclaimed that 
as firms enhance resilience in supply chains; 
moreover, they are able to achieve increased 
levels of market performance. Supply chain 

resilience is a crucial capability that can progress 
the response to uncertain, adverse, or turbulent 
incidents (Gölgeci & Ponomarov, 2015). Gölgeci 
and Kuivalainen (2020) also revealed that 
advancing supply chain resilience in a complex 
situation could also create sustained customer 
value. While the overall benefits of supply chain 
resilience are extensive, certain conditions need to 
be met. For example, Dolgui et al. (2020) mention 
that the establishment of resilience demands 
varying strategies contingent on the type, and 
effect of the disruption, or even the position of the 
firm in the supply chain. In the aftermath of the 
pandemic and other geopolitical anomalies, many 
companies are faced with pressures related to high 
government debt levels, and high inflation rates, 
further highlighting the need for supply chains 
to build resilience (IMF, 2023). Observing the 
importance of resilience the following hypothesis 
is proposed: 

H4: Supply chain resilience increases market 
performance. 

2.4. Mediation Effects

Recent consumer demand variability, coupled 
with natural disasters, and geopolitical upheavals 
has impacted the networks of firms operating 
in global supply chains (Gölgeci & Ponomarov, 
2015). Consequently, firms are encouraged to 
collaborate with other companies in the supply 
chain, especially when the market environment 
is dynamic (Gligor et al., 2018). Wang (2018) 
mentions that the management of a supply 
chain is an all-encompassing effort that requires 
collaborative activities. Thus, the success of the 
supply chain in a dynamic environment is reliant 
on the cooperative efforts of the actors present in 
the chain (Chung et al., 2018; Dubey et al., 2020; 
Reimann et al., 2019). Also, during stages of 
environmental volatility, a greater understanding 
of  r e s i l i e n t  f i r m  p r o c e s s e s  a n d  m a r ke t 
anomalies is encouraged. Wamba et al. (2020) 
have recognized supply chain resilience and 
environmental dynamism as a critical factor to 



be investigated while dealing with performance-
related issues (Gölgeci & Ponomarov, 2015). For 
these reasons, this research felt it necessary to 
additionally measure several mediation effects 
based on the empirical model (see Fig. 1). Three 
mediat ion hypotheses are proposed. These 
relationships shed light on the mediating role 
of supply chain alliance orientation and supply 
chain resilience in the relationships between 
supply chain dynamism and market performance. 
Consequently, the following hypotheses are 
stated: 

Fig. 1. Conceptual Framework

H5a: Supply chain alliance orientation 
mediates the relationship between supply 
chain dynamism and supply chain 
resilience.

H5b: Supply chain alliance orientation 
mediates the relationship between 
supply chain dynamism and market 
performance. 

H5c: Supply chain resilience mediates the 
relationship between supply chain 
alliance orientation and market 
performance. 

III. Methodology

1. PLS-SEM

PLS-SEM remains the ideal methodology 
for the analysis of smaller datasets that are less 
likely to satisfy the requirements of covariance-
based analysis methods such as SPSS and AMOS 
as suggested by Henseler and Sarstedt (2013) 
and (Hair et al., 2021). Indeed, the capacity of 
PLS-SEM to provide signif icant results with 

smaller sample sizes is the prevailing reason for 
researchers to choose this method of analysis (Hair 
et al., 2021). Therefore, based on its recommended 
use and capacity to provide significant results with 
smaller sample sizes, Smart PLS-SEM analysis 
was adopted for this analysis. 

2. Sample

A sample set of 200 South Korean firms was 
distilled from a survey run in April 2021 amidst 
the COVID-19 pandemic. Sample demographics of 
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the firms were characterized by size (number of 
employees and total sales), age (number of years 
in operation), and industry. Based on employee 
counts, most of the organizations could be 
considered small and medium-sized enterprises 
(SMEs). As illustrated in Table 1, 63 (32%) firms 
had 20 or fewer employees. Large firms, those 
with 500 or more employees, made up 34 (16%) of 
the respondents. The majority of respondents were 
medium-sized firms: 60 (30%) firms had 21 – 149 
employees, 27 (14%) had 150 – 249 employees, 
and 16 (8%) firms had 250 – 499 employees. 

Total annual sales were used as another 
measure of firm size. Many firms returned slightly 
different numbers but again the majority could be 
classified as SMEs. Accordingly, 59 (30%) firms 
exhibited $5 million in sales or less, 27 (14%) had 
between $5 and $10 million in revenue, another 
27 (14%) revealed between $10 and $20 million in 

Table 1. Demographics of the Sample

Number of Employees

Interval Less than 20 21 - 149 150 – 249 250 - 499 500 + Total

Count (%) 63 (32%) 60 (30%) 27 (14%) 16 (8%) 34 (16%) 200 (100%)

Number of Years in Operation

Interval 1 to 5 years 6 to 10 11 to 25 26 + Total

Count (%) 26 (13%) 50 (25%) 71 (36%) 53 (26%) 200 (100%)

Annual Sales

Interval $5mil. or less $5-$10 mil. $10-$20 mil. $20-50 mil. 50 mil. + Total

Count (%) 59 (30%) 27 (14%) 27 (14%) 33 (17%) 54 (25%) 200 (100%)

Industry

Industry
Type

Machinery, 
automobiles

Building
materials

Chemical and 
petrochemical 

Electronics 
and electrical Others Total

Count (%) 15 (8%) 21 (11%) 10 (5%) 24 (12%) 130 (64%) 200 (100%)

sales, 33 (17%) had between $20 and $50 million 
while 54 (25%) showed $50 million or more in 
sales. 

Age was stated in the number of years the 
firm had been in operation. Four intervals were 
detailed with the following results: 1 to 5 years, 
26 (13%) firms, 6 to 10 years, 50 (25%) firms, 11 
to 25 years, 71 (36%) firms, and 53 (26%) firms 
with 26 or more years in business. Additionally, 
f irms were categorized by industry with the 
majority falling within unspecified (the other 
category), 130 (64%) f irms. Electronics and 
electrical comprise the next largest group, 24 
(12%) firms. Building materials encompassed the 
next sizable portion, 21 (11%) firms. Machinery 
and automobiles contributed 15 (8%) f irms. 
Petrochemicals were the smallest portion, 10 
(5%) firms. No additional demographics were 
assessed. 



3. Research Instrument

The research instrument constitutes psychoso-
matic variables measured by survey questions that 
were sent in Korean to South Korean managers 
in April of 2021. The instrument includes four 
var iables: supply chain dynamism, supply 
chain alliance orientation, market performance, 
and supply chain resil ience. Each var iable 
was recognized on the basis of literature with 
further explication in the following paragraphs. 
According to Becker et al. (2012), the variables 
utilized in this research constitute ref lective 
constructs. Items in reflective variables illustrate 
parts of the variable itself rather than form the 
variable (Becker et al., 2012).

According to Zhou and Benton (2007), supply 
chain dynamism is a measure of the degree to 
which a f irm is experiencing change within 
its supply chain. The research variable was 
adopted in several recent research papers (Robb 
& Stephens, 2021; Stephens et al., 2022; Yu et 
al., 2019). Zhou and Benton (2007) emphasized 
several points including new products and 
services, new technologies, and changes to 
operations; specific items can be reviewed in 
Table 2. 

For this research, supply chain all iance 
orientation is operationalized as the degree to 
which an organization builds alliances within its 
supply chain to avoid disruptions. This variable 
measures two key components of supply chain 
alliance orientation: firstly, that supply chain 
disruptions are a concern of management, and 
second, that supply chain alliances are being 
formed and relied on to alleviate those concerns. 
Items were adapted from Bode et al. (2011) and 
Carey et al. (2011). 

Market performance is the degree to which 
a firm is able to perform well within the market 
(Carey et al., 2011). The variable was applied in 
previous research (Kang et al., 2022; Stephens 
et al., 2022). According to Carey et al. (2011), 
several components should be included: customer 
loyalty, satisfaction, company image, market 
growth, and industry growth. This particular 

variable is questioned in comparison to the firm’s 
competition. In this case, market performance is 
subjective without specific reference to financial 
performance in order to ease concerns from 
managers completing the survey; furthermore, 
market performance is generally a relative measure 
of the achievement of marketing goals set out by 
the management (Vorhies & Morgan, 2003).

Supply chain resilience is the degree to which 
a firm maintains its supply chain operations even 
amid disruptions (Gölgeci and Ponomarov, 2015). 
Gölgeci and Ponomarov (2015) emphasized the 
ability of the firm to either maintain or quickly 
resume operations after a disruption. They also felt 
it was important to even consider whether the firm 
returned to a better state than it was previously. 
Indeed, this variable was employed throughout 
the pandemic (Kang et al., 2022; Stephens et al., 
2022).  

IV. Analysis

1. Outer Model Assessment: Reliability 
and Validity

When conducting PLS-SEM analysis it is 
necessary to f irst examine the reliability and 
validity of the outer model (Hair et al., 2021). 
Reliability of the outer model can be tested through 
one of two measures of internal consistency 
rel iabi l it y (Cronbach’s alpha or composite 
reliability); either statistic should exhibit values 
above 0.7 (Hair et al., 2021). According to the PLS-
SEM analysis displayed in Table 3, all values of 
reliability are far above the minimum threshold 
of 0.7. Two forms of validity (convergent validity 
and discriminant validity) should be tested before 
the outer model. Convergent validity is found 
with average variance explained (AVE). When 
AVE values are above 0.5 as indicated in Table 3, 
convergent validity is complete (Hair et al., 2021). 
Additionally, discriminant validity is scrutinized in 
three ways: a review of standard loadings, HTMT, 
or the Fornell and Larcker criterion. The Fornell 
and Larcker criterion is considered the most 
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Table 2. Operationalisation of the Research Instrument

Variable Operational
definition Measurement items Prior research

Supply Chain 
Dynamism

The degree 
to which an 
organisation learns 
from and prepares 
for SC disruptions.

At my company, new products account for most 
of total revenue.

Zhou and Benton 
(2007)

At my company, products and services are 
changed frequently.

At my company, operations become outdated 
quickly.

At my company, unexpected and disruptive 
events happen frequently (e.g., shocks, disruptive 
technologies).

Supply Chain 
Alliance 
Orientation

The degree 
to which an 
organization learns 
from and prepares 
for Supply Chain 
disruptions.

At my company, we feel the need to be alert for 
possible supply chain disruptions at all times.

Bode et al. 
(2011),
Carey et al. 
(2011)

At my company, we expect that supply chain 
disruptions are always looming.

The relationship with the major supplier is 
characterized by close interaction at multiple 
levels.

The relationship with the major supplier is 
characterized by high levels of reciprocity.

Market
Performance

The degree to 
which this firm is 
able to perform 
well within the 
market.

Comparing with our major competitor(s), our 
firm has higher/better customer loyalty.

Carey et al. 
(2011)

Comparing with our major competitor(s), our 
firm has higher/better customer satisfaction.

Comparing with our major competitor(s), our 
firm has higher/better company image.

 Comparing with our major competitor(s), 
our firm has higher/better growth in market 
penetration.

 Comparing with our major competitor(s), 
our firm has higher/better growth in industry 
competitiveness.

Supply Chain 
Resilience

The degree to 
which a firm 
maintains its supply 
chain operations 
even amid 
disruptions.

 Our firm’s supply chain can quickly return to its 
original state after being disrupted.

Gölgeci and 
Ponomarov 

(2015)

Our firm’s supply chain has the ability to 
maintain a desired level of connectedness among 
its members at the time of disruption.

Our firm’s supply chain has the ability to 
maintain a desired level of control over structure 
and function at the time of disruption.

Our firm’s supply chain has the knowledge to 
recover from disruptions and unexpected events.

Our firm’s supply chain is well prepared to deal 
with the financial outcomes of supply chain 
disruptions. 



stringent test of discriminant validity; however, 
the factor loadings are more frequently used 
(Henseler et al., 2009). Loadings were used to 
initially remove items that did not fit; furthermore, 
item SCR6 was omitted because of weak loadings. 
Loadings should be above 0.7. Fornell and Larcker 
criterion compares the squared AVE values 
of each variable to their correlation statistics 
(Fornell & Larcker, 1981). If the squared AVEs 

are higher than the corresponding correlation 
values then discriminant validity is ample (Hair et 
al., 2021). HTMT has recently become a popular 
measure of discriminant validity with a threshold 
of 0.9 recognized by Gold et al. (2001). Table 5 
illustrates the values for HTMT and confirms 
that discriminant validity is achieved. With all 
measures of reliability and validity confirmed, the 
inner model can now be examined.

Table 3. Outer Model Assessment

Variable Factors Standard 
load

AVE
(AVE > 0.5)

Construct
Reliability
(C.R > 0.7)

Cronbach’s
Alpha

(α > 0.6)

Supply Chain
Dynamism

SCD1 0.859

0.689 0.898 0.850
SCD2 0.828

SCD3 0.830

SCD4 0.823

Supply Chain
Alliance Orientation

SCAO1 0.809

0.626 0.870 0.803
SCAO2 0.721

SCAO3 0.802

SCAO4 0.828

Market Performance

MP1 0.862

0.733 0.932 0.909

MP2 0.863

MP3 0.857

MP4 0.858

MP5 0.841

Supply Chain
Resilience

SCR1 0.762

0.674 0.912 0.879

SCR2 0.844

SCR3 0.859

SCR4 0.801

SCR5 0.835
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Table 5. HTMT matrix

MP SCAO SCD SCR

MP

SCAO 0.863

SCD 0.537 0.752

SCR 0.839 0.876 0.621

Table 4. Fornell-Larcker Criterion

MP SCAO SCD SCR

MP 0.804

SCAO 0.684 0.726

SCD 0.448 0.556 0.788

SCR 0.719 0.687 0.495 0.788

2. Inner Model Assessment

The inner model assessment is the examination 
of the pathway coefficients and the significance 
values for each. Accordingly, all hypotheses were 
approved at the highest degree of confidence 
as Table 6. When operating PLS-SEM it is 
necessary to perform the bootstrapping method 
to test for significance. In this case, significance 
was acknowledged with bootstrapping at 2000 
samples. The pathway coefficient from supply 

Table 6. Pathway Assessment

Hypotheses Pathways Pathway Coefficient t-stats p-value Results

H1 Supply Chain Dynamism
 Supply Chain Alliance Orientation 0.677 15.152 0.000 accepted

H2 Supply Chain Alliance Orientation
 Supply Chain Resilience 0.792 26.421 0.000 accepted

H3 Supply Chain Alliance Orientation
 Market Performance 0.287 3.863 0.000 accepted

H4 Supply Chain Resilience
 Market Performance 0.577 7.905 0.000 accepted

chain dynamism to supply chain a l l iance 
orientation was accepted at 0.677. Supply chain 
alliance orientation to supply chain resilience 
(0.792) and market performance (0.287) were 
both affirmed. Finally, supply chain resilience to 
market performance was also significant at 0.577. 
Higher pathway values indicate stronger effects; 
therefore, the pathway from supply chain alliance 
orientation to supply chain resilience is the 
strongest while supply chain alliance orientation 
to market performance is the weakest. 



Fig. 2. Result

Additionally, a structural model assessment 
should be conducted to measure the strength of 
the explanatory value of the model; that means 
measuring the coeff icient of determination 
(R2) and the cross-validated redundancy (Q2) 
for dependent variables. The structural model 
assessment can be reviewed in Table 7. A 
coefficient of determination is the percent of 
variance described by the model (Hair et al., 
2021); thus, 45.8% of the variance is explicated 
for supply chain alliance orientation, 67.9% of the 
variance is defined for market performance, and 

62.8% of the variance is presented for supply chain 
resilience. Values for cross-validated redundancy 
are evidenced; moreover, any value over 0 is 
acceptable (Hair et al., 2021). Size effect (f2) can 
be used to test the strength of different models. 
We tested the value of f2 for models including 
pathways from SCD to MP and SCD to SCR. 
The f2 values with additional pathways indicated 
weaker size effects. Therefore, the current research 
model (excluding SCD to MP and SCD to SCR) is 
the best research model.

Table 7. Structural Model Assessment

Endogenous 
variables R2 Q2

Supply Chain Alliance Orientation 0.458 0.275

Market Performance 0.679 0.490

Supply Chain Resilience 0.628 0.415

Finally, Goodness-of-Fit (GoF) should be 
measured. Unfortunately, there is no universally 
agreed-upon measure of GoF; however, several 
measures have emerged as acceptable including 
Wetzels et al. (2009). It is calculated as the 

square root of the product of the AVE cutoff and 
the average coefficient of determination. Higher 
values represent a better fit. 0.542 as indicated 
for this model is an excellent model fit. Higher 
values represent a better fit. For this model, 0.542 
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indicates an excellent model fit; moreover, the cut-
off value for a large model fit is 0.36 (Wetzels et 
al., 2009).

3. Mediation Effects

Mediation is generally demarcated when 
conduct ing SEM analysis. Mediat ion tests 
examines the indirect effects to determine 
whether there is a compounding impact from 
any mediating variables. In this case, all middle 
variables were tested for mediation by means of 

Table 8. Mediation Effects of the Sobel Test

Mediating Pathways Mediation Effect
(Z-value) P-value

H5: Supply Chain Dynamism
 Supply Chain Alliance Orientation  Supply Chain Resilience 13.071 0.000

H6: Supply Chain Dynamism 
 Supply Chain Alliance Orientation  Market performance 3.755 0.000

H7: Supply Chain Alliance Orientation 
 Supply Chain Resilience  Market performance 7.572 0.000

Note: Mediating variables are in bold. 

the Sobel test, the most commonly employed test 
of mediation effects (Hair et al., 2021). Mediation 
was indicated in all cases with the highest degree 
of significance as Table H; therefore, supply chain 
alliance orientation mediates the relationships 
between (1) supply chain dynamism and supply 
chain resilience and (2) supply chain dynamism 
and market performance. Additionally, supply 
chain resilience mediates the relationship between 
supply chain alliance orientation and market 
performance. 

V. Discussion

Supply chain risks and uncertainties can 
originate from within an institution, but can also 
emerge from supply chain members (Ponomarov 
& Holcomb, 2009), or the supply chain’s 
environment (Ozdemir et al., 2022). These 
disruptions make relying solely on internal 
resources and capabilities impractical for the 
long-term survival and overall performance of 
firms (Aldrich & Meyer, 2015). Consequently, 
resea rch considers the impact  of  supply 
chain alliances on the success of the supply 
chain (Inkpen & Tsang, 2005). Alliances are 
fundamental external resources which firms 
can utilize to build supply chain resilience and 
improve performance (Gölgeci & Kuivalainen, 

2020). However, research linking alliances and 
resilience have produced inconsistent results 
(Aldrich & Meyer, 2015). Possessing an alliance 
orientation agenda is seen as an enabler (Johnson 
et al., 2013) of resilience, but the impact of this 
approach could be contingent on situational 
factors related to the disruption (Aldrich & 
Meyer, 2015). While the literature regarding 
supply chain reliance has been thoroughly 
interpreted (Gölgeci & Kuivalainen, 2020; 
Gölgeci & Ponomarov, 2015; Yu et al., 2019), 
empirical evidence consolidating resilience to 
increased performance requires further study 
(Tukamuhabwa et al., 2015). Accordingly, a 
discussion of the f indings will be presented 
next. It is assumed that the research results will 
contribute to supply chain literature and offer 



a greater understanding of the constructs to 
scholars and practitioners. 

Hypothesis 1 successful ly explored the 
relationship between supply chain dynamism and 
alliance orientation. In past research (Yu et al., 
2019), dynamism was found to be an antecedent 
of f inancial performance and supply chain 
resilience (Belhadi et al., 2023). In other research, 
supply chain dynamism also establishes supply 
chain integration between various supply chain 
members (Dekker et al., 2019; Yu et al., 2019). 
When an environment becomes dynamic, supply 
chain dynamism encourages the advancement 
of inter-organizational controls. These controls 
promote partnership contracts which augments 
mutual performance management systems (Lee 
& Ha, 2018). This work confirms these results 
and establishes a clear and significant relationship 
between the two variables. These findings not 
only contribute to the existing literature but also 
motivate further exploration into the nuanced 
interactions and underlying factors that drive 
this relationship. In this study, Hypothesis 2 
was concerned with the positive relationship 
between supply chain al l iance or ientat ion 
and supply chain resilience. These results are 
consistent with others (Tukamuhabwa et al., 
2015; Yu et al., 2019). The authors identified 
several strategies for achieving supply chain 
resilience (Tukamuhabwa et al., 2015). Some of 
these strategies were related to the advancement 
of alliances, and included the formation of 
col laborat ive supply chain relat ionsh ips , 
coopetition (Urciuoli et al., 2014), creating public-
private partnerships (Stewart et al., 2009), and 
building social capital and relational competences 
(Wieland & Wallenburg, 2013). Hypothesis 3 and 
4 recognized the relationship between alliance 
orientation, resilience, and performance. Firm 
performance indicators remain a relevant topic 
of discussion in supply chain literature (Yu et al., 
2019). During recent supply chain disruptions, the 
augmentation of performance features to measure 
firm’s enhancement are further considered in the 
literature (Stephens et al., 2022; Wong et al. 2020). 
However, findings regarding firm performance 

have given conflicting results when they are used 
as a procedure for supply chain success (Bode et 
al., 2011; Chopra & Sodhi, 2004). In the context 
of a supply chain, firm or market performance 
is relent on various actors positioned throughout 
the chain. This can often skew or differentiate the 
perceptions of performance in the supply chain 
depending on the company (Ambulkar et al., 2015). 
Consequently, companies differ in their assessment 
of market performance based on various features. 
During a disruption to the supply chain, these 
factors could comprise, the adoption of disruption 
practices (Chopra & Sodhi, 2004), the attainment 
of organizational goals (Ambulkar et al., 2015), or 
even the management of benchmarking standards 
against others in the chain (Bode et al., 2011). 
Regardless of the confrontational nature of supply 
chain performance, the construct remains an 
important assessor of firm advancement during 
periods of disruption (Yu et al., 2019; Wong et al., 
2020). Therefore, the current research is expected 
to make significant contributions to the field of 
supply chain management through its discerning 
findings and assessments.

1. Theoretical Implications

While the importance of network orientation 
is widely accepted in the literature (Gölgeci & 
Ponomarov, 2015), its influence during periods of 
uncertainty is not yet well understood (Ponomarov 
& Holcomb, 2009). For instance, the impact of 
network capabilities following a disaster typically 
varies based on the depth of the relationships 
involved (Aldrich & Meyer, 2015). Organizations 
face challenges in effectively utilizing their 
networks during times of turbulence and adversity. 
The inf luence of these network relationships 
appears to differ signif icantly among supply 
chains in promoting survival and recovery efforts 
following episodes of uncertainty (Gölgeci & 
Kuivalainen, 2020; Tukamuhabwa et al., 2015). 
Existing literature on supply chain resilience has 
focused on various types of disruptions. Some 
researchers suggest that disruptions related to 
the pandemic are unique and unpredictable (Ali 
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et al., 2021). These knock-on effects of the most 
recent pandemic, along with other geopolitical 
issues, have underscored the need for a better 
understanding of disruptions in the current 
commercial environment (Gölgeci & Kuivalainen, 
2020; Ozdemir et al., 2022). Fur thermore, 
supply chain resilience is regarded as a critical 
capability necessary for f i rms to thr ive in 
dynamic environments (Gölgeci & Ponomarov, 
2015). However, despite its significance, empirical 
evidence linking supply chain resilience to 
increased performance is scarce (Tukamuhabwa 
et al., 2015).

Notably, findings from this research contribute 
to a more comprehensive assessment of the link 
between network orientation and supply chain 
resilience in future supply chain studies. By 
further exploring the dynamics and effects of 
network orientation in uncertain environments, 
future research can gain a deeper understanding 
of how organizations can effectively leverage 
their networks for enhanced performance and 
resilience. Additionally, the findings of this study 
highlight the need for a nuanced understanding of 
the unique disruptions faced by firms, particularly 
in the context of the recent pandemic. Future 
research should aim to identify and analyze the 
specific challenges and dynamics associated with 
different types of disruptions, enabling companies 
to tailor strategies and capabilities that enhance 
their resilience and ability to thrive in rapidly 
changing business environments.

2. Practical Implications

Enterprises that were unable to withstand 
recent disruptive changes ultimately faced failure, 
and some ceased to exist (Hollnagel & Fujita, 
2013). Given these severe consequences, both 
researchers and practitioners have emphasized 
the importance of designing resilient supply 
chains that can effectively handle disruptions 
and adverse changes (Kamalahmadi & Parast, 
2016). Consequently, concepts such as alliance 
orientation and supply chain resilience have 

gained significant prominence in recent years. 
The augmentation of networks through alliance 
orientation is seen as an external resource that 
enables supply chain resilience and fosters 
collaborative efforts among key stakeholders 
(Gölgeci & Kuivalainen, 2020). Organizations 
should actively seek out alliance opportunities 
and cult ivate st rong relationships with key 
participants, leveraging collective resources, 
knowledge, and capabilities of the network to 
enhance their resilience and responsiveness to 
disruptions, ultimately improving overall supply 
chain performance.

Moreover, the dynamic shifts in the business 
environment in recent years have renewed 
attention on the importance of resilience in 
supply chains (Ponomarov & Holcomb, 2009). 
Research has indicated that practicing supply 
chain resilience allows firms to identify strategies 
to minimize the impact of disrupt ions. To 
achieve this, companies should adopt a mindset 
of continuous enhancement and adaptability, 
regularly evaluat ing and reassessing thei r 
operational procedures, supply chain design, and 
resource allocation. Embracing technological 
advancements, fostering a culture of innovation, 
and staying well-informed of industry trends 
and market dynamics are vital components for 
enhancing resilience and ensuring long-term 
success (Gölgeci & Ponomarov, 2015; Ivanov & 
Das, 2020). By incorporating these practices, 
firms can effectively navigate disruptions and 
proactively adapt their supply chains to changing 
conditions. Changes to global supply chains are 
also worth considering in order to build processes 
and policies geared at strengthening operations. 
For example, the IMF (2023) emphasized the need 
to build resilience and diversification in supply 
chains. They note that recent initiatives, and the 
uncertainties surrounding supply chains have 
reshaped global value chains along geopolitical 
lines and have affected production and sourcing 
strategies (Ozdemir et al., 2022). From a macro 
perspective, several examples have been cited. 
The topical proposal of a US Chip 4 alliance 



with three key Asian economies to establish a 
semiconductor industry supply chain independent 
of China, and the EU’s proposed European Chips 
Act aimed at boosting the bloc’s semiconductor 
industry are noteworthy illustrations of changes 
in global supply chains.

VI. Conclusions 

1. Contributions

Recent supply chain disruptions brought about 
major changes in the structure of companies, 
industries, and supply chains. The sheer rate of 
change left countless organizations unprepared 
and unable to establish and apply the r isk-
aversion strategies required to survive (Ali et 
al., 2021). Accordingly, a deeper understanding 
of the linkage between supply chain dynamism 
and firm performance is needed. Within this 
context, it is also encouraged to assess which 
operational procedures resources will support 
a firm in their augmentation of a more robust 
supply chain. Accordingly, our research has 
recognized the operational procedures and 
resources that effectively support organizations 
in developing robust and adaptable supply chains, 
empowering them to navigate disruptions and 
strengthen their competitive advantage. Thus, 
the link between supply chain resilience, alliance 
orientation, and firm market performance should 
be established and empirically tested further 
to determine their value in the supply chain 
(Gölgeci & Kuivalainen, 2020). Also, in terms 
of theory there is a possibility that a mediating 
effect of the model could exist between S-O and/
or O-R. Accordingly, this study investigated the 
mediation effect of the variables classified under 
the SOR framework (Robb & Stephens, 2021). By 
successfully investigating the mediating effects of 
alliance orientation and supply chain resilience, 
this study has made a contribution to the existing 
literature, shedding light on the mechanisms 
through which these factors inf luence f irm 

performance within the context of supply chain 
dynamics.

2. Limitations and Future Research

Although the study was conducted compre-
hensively, it is important to acknowledge certain 
limitations associated with this research. The 
current research included a diverse collection of 
firms ranging in size and industry. Future studies 
would benefit from controlling for factors such 
as firm size. For example, Kauppila (2015) found 
that smaller organizations in the supply chain 
were more susceptible to conflict and discrepan-
cies which impacted firm performance negatively. 
Therefore, an analysis of alliance orientation fo-
cused on smaller firms could provide an interest-
ing avenue for supply chain research. This study 
was primarily focused around the events of the 
recent Covid-19 pandemic and subsequent geo-
political proceedings in Europe. The collection 
of data during this time disposes the results to 
certain biases related to the period. According to 
Shekarian and Parast (2021), the categorization of 
supply chain risks could benefit future research. 
So, literature could concern itself with process, 
demand, supply, or even environmental r isk 
(Shekarian & Parast, 2021). Thus, practitioners 
should consider controlling for the risk itself. 
Supply chain risks come in a variety of forms. 
These risks may well influence resilience, alliance 
orientation, and performance differently. Finally, 
this research exhibits a tendency towards ho-
mogeneity in its interpretation of supply chains. 
While the ultimate goal of this research was to 
assess performance by examining the influence of 
alliance orientation and supply chain resilience, 
a potential avenue for deeper insights in supply 
chain literature could be explored by narrowing 
the sample to a specific industry. For example, in 
the automotive industry, the surge in demand for 
electric vehicles and related components could 
present unique challenges and opportunities that 
differ from other sectors. 
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ABSTRACT

Purpose – Live streaming e-commerce continues to increase Chinese consumer enthusiasm for purchasing 
foreign products. The current research focus in the field of live streaming e-commerce is on exploring the 
impact of various factors on consumer purchase attitudes and intentions. This study aims to investigate the 
effects of seller reputation in traditional e-commerce and trust in streamers in live streaming e-commerce on 
consumer purchase intentions. Additionally, it aims to analyze how the country image of Korea moderates the 
effects of seller reputation and trust in streamers on purchase intentions.
Design/Methodology/Approach – This study used the SmartPLS statistical software package to analyze 
a sample of 341 respondents. Structural Equation Modeling (SEM) was used to conduct path analysis and 
moderation effect analysis
Findings – This study found that in live streaming e-commerce, seller reputation and trust in streamer 
significantly influence consumer purchase attitudes. Country image plays a moderating role in the relationship 
between seller reputation and attitude. However, country image does not moderate the relationship between 
trust in streamer and attitude. These findings contribute to our understanding of the factors that shape 
consumer attitudes, and illuminate the role of the country image as a moderator in e-commerce.
Research Implications – This study has found that product country image plays a moderating role in the 
relationship between seller reputation and consumer purchase attitudes. It makes a theoretical contribution 
to existing e-commerce research, and explores the positive impact of product country image in cross-border 
e-commerce.
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Ⅰ. Introduction

As the purchasing power of Chinese consumers 
continues to rise, the popularity of buying foreign 
products through live streaming e-commerce 
has also increased. In 2022, the total value of 
cross-border e-commerce imports reached 570 
billion yuan, with a year-on-year growth rate of 
4.9% (Syntun, 2022). The image of a country can 
significantly influence consumer perceptions of 
products manufactured at a specific destination 
(Tseng & Balabanis, 2011). In the context of live 
streaming e-commerce, country of origin can play 
a role in consumer decision making. Consumers 
may have preferences for products from certain 
countries due to the perceived quality, reputation, 
or unique attributes associated with that country 
(Butt et al., 2022). Country image can be a 
valuable marketing tool for companies to increase 
product trust and attract Chinese consumer.

According to data from the China Internet 
Network Information Center, the proportion 
of live streaming e-commerce users has been 
continuously increasing, and more than 40% of 
Internet users are live stream e-commerce users 
(CNNIC, 2022). Among them, more than one-
third of users watch live streams every day, and 
half of the users utilize the interactive features 
of live streaming e-commerce before and after 
making purchases. Live streaming e-commerce 
became a new type of online marketing model 
in which businesses or streamers interact with 
consumers in real time through live streaming 
media to sell products or services (Lu et al., 
2023). In China, the live streaming e-commerce 
market has exceeded 3.48 trillion yuan, with an 
annual growth rate of 53.7 %. It is expected to 
exceed 4.9 trillion yuan by 2023 (Syntun, 2022). 
As a result, major brands and manufacturers are 
actively adopting live streaming e-commerce 
strategies. Attracting and retaining customers has 
become a critical issue for businesses to survive 
and succeed in the live streaming e-commerce 
industry.

The emergence of live streaming e-commerce 
has attracted researchers to explore consumer 

motivations for adopting this shopping mode 
and factors influencing purchase intentions (Lu 
et al., 2023). Most studies have focused on the 
consumer’s perspective. However, there has been 
little comprehensive and systematic discussion 
of the marketing factors and country image 
that inf luence consumer purchases or audience 
engagement from the seller’s perspective.

Some scholars have adopted the Technology 
Acceptance Model (TAM) and demonstrated its 
significance in exploring the factors influencing 
consumer behavior in live streaming e-commerce 
(Kim et al., 2023; Li et al., 2023). In the live 
streaming e-commerce shopping environment, 
consumers are exposed to var ious external 
stimuli, including marketing-related information, 
sel le r  eva luat ions ,  and hos t  eva luat ions . 
They then make purchases based on thei r 
internal attitudes. In fact, in the live streaming 
e-commerce shopping environment, consumers 
are exposed to various external stimuli, including 
marketing-related information (Alsyouf et al., 
2023), seller reputation (Chen et al., 2022), and 
trust in streamers (Zhang et al., 2022), and they 
make purchase decisions based on their internal 
attitudes. 

It is very important to understand the shopping 
behaviors of consumers in the context of live 
streaming e-commerce. However, there are few 
studies examining the shopping behavior of 
consumers in live streaming e-commerce from the 
perspective of country image. The purpose of this 
study is twofold. One is to use the TAM model 
to examine the impact of seller reputation and 
streamer trust on consumer purchase intentions in 
live streaming e-commerce. The other is to study 
the influence of country image in live streaming 
e-commerce. This study explores the moderating 
role of Korea’s country image in live e-commerce.

The next sect ion provides a theoret ical 
background on live streaming e-commerce and 
country image, along with a literature review on 
seller reputation, streamer trust, and purchase 
intention in live streaming e-commerce using the 
TAM framework. Hypotheses are presented based 
on the proposed research model. The third section 
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explains the research methodology, including data 
collection and measurement. The fourth section 
presents the results of the hypothesis model and 
other models. The fifth section discusses the 
findings, the theoretical and practical implications, 
and some directions for future research.

Ⅱ. Theoretical Background

1. Country Image

In the literature on country image, a study by 
Han (1989) is one of the most frequently cited 
studies. Han’s research suggests that country 
image can be used by consumers as either a halo 
or summary construct in product evaluations. 
The halo construct describes situations in which 
consumers rely on country image for products 
about which they have limited knowledge, while 
the summary construct operates when consumers 
become familiar with products from a particular 
country and form beliefs about their attributes. 
Country image can serve as a construct that 
summarizes consumer beliefs about product 
attributes. Han (1990) identified country image 
solely based on cultural dimensions. Becker 
(2014) conducted a study on the country image of 
Japanese products among American consumers. 
The results showed that a “halo effect” exists 
surrounding the image of Japanese products. 

Therefore, fur ther research is needed to 
determine whether the use of product category 
dimensions alone is sufficient to capture country 
image, or whether it is necessary to include product 
dimensions in the measurement of country image, 
regardless of product category. Parameswaran and 
Yapark (1987) conducted research focusing on the 
effects of country image on consumer perceptions 
and evaluations of products. They examined 
the impact of three key factors: general country 
attributes, general product attributes, and special 
attributes (Haryanto et al., 2022; Parameswaran & 
Yaprak, 1987).

Papadopoulos (1993) made a signif icant 
and widely cited contribution to the country 

image literature by criticizing the narrow and 
misleading concept of country image. He argued 
that the concept assumes a single place of origin 
for a product, but in reality, a product may be 
manufactured in one country and designed, 
assembled, branded in another country. To account 
for the multidimensional nature of product/brand 
images and the involvement of multiple locations 
in a global production system, Papadopoulos 
proposed the term “country product image”.

Although Lin and Chen (2006) did not specifically 
examine the brand/country image relationship, 
they examined the overall effect of country image 
on consumer purchase decisions. They found that 
country image had a positive effect on consumer 
decisions to purchase, even after controlling for 
varying levels of product involvement or interest. 
In another study by Tseng and Balabanis (2011), 
country image was related to consumer purchase 
decisions, and the authors examined how country 
image varied across different product types. They 
introduced the concept of “typicality”, which 
refers to the extent to which a product is perceived 
to represent a particular country or ethnic group. 
Therefore, products that are typically associated 
with a particular country or ethnicity tend to have 
a more favorable impact on consumer attitudes 
than atypical products.

Extensive research has been conducted in the 
area of country image within marketing studies. 
Koubaa’s (2008) study evaluated the role of 
country image in the context of brand image, and 
found that a brand’s country of origin influences 
overall consumer perceptions of that brand. While 
the extent of this influence varies depending on the 
reputation and strength of the brand, the impact of 
country image on brand image is strong enough 
to overshadow the brand name itself, which can 
be detrimental in the case of a negative country 
image.

These studies highlight the importance of 
country image in shaping consumer perceptions 
and purchase decisions. It is clear that country 
image plays a significant role in brand evaluation 
and consumer behavior. Understanding the 
complexities and dynamics of country image can 
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help marketers and brand managers effectively 
manage and leverage country image perceptions 
to enhance product competitiveness and increase 
consumer satisfaction.

In the area of online shopping, there has been 
growing research interest in the role of country 
image based on the Technology Acceptance Model 
(TAM). A study by Butt et al. (2022) extended the 
TAM model to include trust and country image, 
and found that trust has the most significant impact 
on intention to purchase from a particular country. 
Furthermore, significant differences in trust levels 
between countries were observed. 

Drawing upon Butt’s research framework, 
this study concurrently investigates the roles of 
trust and national image within the live streaming 
e-commerce context, aiming to comprehensively 
examine the inf luence on consumer purchase 
intentions. Additionally, this study operationalizes 
the broader concepts of general country attributes 
and general product attributes, as outlined in 
Parameswaran and Yaprak’s (1987) framework of 
country image.

2. Technology Acceptance Model

The Technology Acceptance Model (TAM) 
was one of the original models that focused on 
how perceived usefulness, perceived ease of 
use, and social norm influenced the acceptance 
of information systems (Davis, 1989). The 
technology acceptance model suggests that the 
use of a system is determined by behavioral 
intention, which is influenced by attitude toward 
use and perceived usefulness. In turn, attitude 
toward use is determined by perceived usefulness 
and ease of use. Perceived usefulness is influenced 
by perceived ease of use and external variables. 
Perceived ease of use is determined by external 
variables. 

The TAM model has always been the most 
basic model for studying consumer behavior in 
e-commerce, and its adaptability has been verified 
in a large number of studies. Gefen et al. (2003) 
introduced TAM to the context of e-commerce 
and developed an online consumer trust model 

based on the TAM theor y to study onl ine 
shopping behavior. Ingham et al. (2015) identified 
trust, perceived risk, perceived entertainment, 
and socia l  impact as the most  com monly 
examined additional variables in TAM. Ahuja 
and Khazanchi (2016) identif ied perceived 
entertainment, perceived quality, and trust as the 
primary factors influencing consumer acceptance 
of e-commerce. Liébana-Cabanillas et al. (2017) 
expanded the technology adoption model by 
introducing external variables and investigated 
consumer adoption of e-commerce. Kim (2021) 
conducted research on the adoption factors of 
providers in e-commerce platforms. 

Recently, the TAM model has been extensively 
applied to explain influencing factors in the field 
of live-streaming e-commerce (Gantulga et al., 
2021). Zhong et al. (2023) found that age and 
gender d trust in live-streaming e-commerce 
based on TAM, which subsequently impacted 
the usage of live-streaming e-commerce. Li 
et al. (2023) introduced Guanxi into the study 
of live-streaming e-commerce, and found that 
relationships can influence the purchase intention 
of live streaming e-commerce. Kim et al. (2023), 
based on the TAM model, conducted a study 
on the inf luencing factors of live streaming 
e-commerce, particularly focusing on social 
factors. This study also uses the TAM model as 
the basic model of the study.

3. LiveStreamer Trust

Trust is the belief that another party in a social 
exchange will behave morally and not exploit 
opportunism (Gefen & Straub, 2003). Trust has 
been widely studied and recognized as a driving 
factor in e-commerce. El Amri and Akrout (2020) 
and Khan et al. (2020) have found that factors 
such as social support, quality of information, and 
social presence can help sellers to gain the trust of 
customers. 

Existing studies tend to treat trust as a general 
concept (Ko, 2021). However, empirical evidence 
suggests that customer behavioral intentions 
depend not only on the expectations of the product 



but also on attitudes toward the individuals 
providing the service (Yang et al., 2021). Different 
types of trust have different effects on customer 
behavioral intentions. 

Even in the context of online live streaming, 
trust, which is a critical factor for the success 
of e-commerce, has been proven to have a 
signif icant impact on customer behavioral 
intentions (Pavlou & Gefen, 2004; Söllner et al., 
2013). However, relatively little attention has 
been paid to uncovering how trust develops and 
its role in live streaming e-commerce. Musarra 
et al. (2022) found a streamer is no longer seen as 
a spokesperson for the company or product, and 
the live streaming process is no longer just the 
seller’s self-presentation. This means that trust 
in live streaming e-commerce is formed through 
the combined interaction between the streamer 
and the product information, further influencing 
customer behavioral intentions. 

Liu and Oda (2021) found that consumer trust 
in the products is positively influenced by trust 
in the live streamers. The expertise of the live 
streamers is crucial for sellers to earn consumer 
trust. Chandrruangphen et al. (2022) proposed 
a framework to investigate the influence of live 
streamer trust on purchase intention for fashion 
clothing. The results showed that consumer trust 
in a streamer positively inf luenced trust in the 
product. These findings provide opportunities 
for sellers to focus on important live streaming 
at t r ibutes, build t rust with customers, and 
increase viewing and purchase intentions.

Zhang et al. (2022) used a TAM model to 
explore the impact of social and technological 
drivers on trust, and the results showed that user 
trust in streamers affects user attitudes toward 
continuing to use the platform. Based on this 
framework, this study also examines the impact 
of trust in a streamer on the platform’s attitude.

4. Seller Reputation

After years of research, in the field of e-commerce, 
reputation has become a basic indicator to judge 
the credibility of information sources (Duradoni 

et al., 2018). A seller’s reputation affects trust 
in e-commerce services (Haas & Unkel, 2017) 
and inf luences the decision-making process of 
consumers (Reyes-Menendez et al., 2019). In fact, 
reputation is a clue to understanding acceptable 
behavior within a group. The “reputation system” of 
an e-shopping represents a norm within the system 
by profoundly influencing the seller’s behavior in 
an economical and perceived human-computer 
interaction manner (Duradoni et al., 2021).

Jullien and Park (2009) argued that reputation 
of seller in online shopping could be divided into 
two dimensions. Reputation ref lects the seller’s 
ability to provide high quality goods/services that 
potential customers can trust. It also means the 
“trust” that potential customers have in the seller 
based on the information provided by the seller 
prior to the transaction, which includes aspects 
such as quality and suitability (Fang et al., 2014).

According to Ma et al. (2021), in an e-commerce 
market where there are numerous different sellers, 
buyers tend to prefer sellers with the highest 
“reputation” in terms of value for money. Through 
simulated experiments, they concluded that seller 
reputation plays a crucial role in transactions in 
the e-commerce market. Trust has a significant 
impact on transactions in e-commerce platforms. 
Wahab and Giwah (2020) found that sel ler 
reputation is often calculated based on buyer 
reviews, such as numerical ratings and written 
comments on platforms such as Taobao. Chen et 
al. (2022) pointed out that higher product sales 
and seller reputation ratings may indicate greater 
reliability, more accurate product descriptions, 
and better customer service. This study takes 
seller reputation as a factor affecting attitude to 
verify the changing trend of seller reputation 
under country image.

5. Purchase Intention in Live Streaming 
E-Commerce

In live streaming commerce, consumer decision 
making happens in real time and is more dynamic, 
inf luenced by the streamer, barrage comments, 
and the overall live streaming atmosphere (Liu 
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et al., 2023). The theoretical results obtained in 
traditional e-commerce environments are unable 
to accurately and quickly capture consumer needs 
in the live streaming commerce environment, 
making it challenging for sellers and platforms to 
provide consumers with sufficient satisfaction to 
make purchase decisions.

E x i s t i n g  r e s e a r c h  o n  l i ve  s t r e a m i n g 
e-commerce mostly relies on the Technology 
Acceptance Model (TAM). This model is based 
on the assumption that consumer behavior is 
explored through passive stimulus (Alsyouf et al., 
2023; Liu et al., 2023). Liu et al. (2023) indicated 
that in the context of live streaming e-commerce, 
the main factors that attract consumers are the 
streamer, content, and platform. Streamers, sellers, 
and platforms should not only focus on consumer 
usage of the live streaming environment but must 
also pay attention to how consumers utilize the 
environment and which features they value. 

Ⅲ. Hypotheses Development

1. The Relationship between Attitude 
toward Live Stream Shopping and 
Purchase Intention

The TAM is based on the assumption of 
a causal relationship: Beliefs → Attitude → 
Intention. In particular, Davis et al. demonstrated 
a st rong cor relat ion between at t it ude and 
intention (Davis, 1989, Zhao et al., 2022). This 
expectation is partially validated based on the 
theory of reasoned action, which suggests that 
if an attitude holder has a positive (or negative) 
evaluation component toward an object, their 
behavioral intentions toward that object will 
be positively (or negatively) inf luenced. In the 
field of live streaming commerce, Kim et al. 
(2023) also validated the influence of attitude on 
intention based on the TAM model. Therefore, the 
following hypothesis is proposed.

H1: Attitude toward live streaming shopping 
positively affects consumer purchase intention.

2. The Relationship between Seller 
Reputation and Attitude toward Live 
Stream Shopping

In general, most e-commerce platforms have 
established mechanisms to evaluate sellers and 
share information (Wang et al., 2016). While 
sellers make efforts to facilitate sales through 
communication, the evaluation system tends 
to generate more persuasive information if 
the sources of communication are perceived 
to be fair. In addition, many individual sellers 
actively engage in obtaining positive reviews on 
e-marketplace platforms; however, consumers 
still face trust issues, which are a major concern 
in online purchasing activities (Lai et al., 2017).

Business transactions in e-commerce depend 
not only on consumer adoption of the channel 
and its technologies but also, especially, the 
recognition of trustworthy merchants (Pavlou, 
2003). Wahab and Giwah (2020) verified that seller 
reputation calculated from buyer reviews can help 
improve consumer purchase intention. Chen et al. 
(2022) verified that higher product sales and seller 
reputation ratings may indicate higher reliability, 
more accurate product descriptions, and better 
customer service, which in turn lead to improved 
consumer attitudes toward purchases. 

Applying this causal relationship from TAM to 
the construct of trust beliefs and their continuous 
formation, it is expected that the reputation of live 
streaming commerce sellers and trust in streamers 
can inf luence purchase intent ions through 
attitudes toward live streaming commerce (Doanh 
et al., 2022). Therefore, the following hypothesis 
is proposed.

H2: Seller reputation positively affects customer 
attitudes toward live streaming shopping.

3. The Relationship between Trust in 
Streamers and Attitude toward Live 
Stream Shopping

Huang et al. (2021) found that celebr ity 
streamers promote purchases through consumer 



emotional trust, while corporate streamers provide 
more accurate product information, enhance 
consumer trust in products and sellers, and help 
consumers make more rational consumption 
decisions. These two types of streamers change 
shopping attitudes and affect purchase intentions 
by enhancing consumer trust.

The expertise of live streamers can enhance 
consumer trust and influence purchase intentions 
(Liu & Oda, 2021). Consumer trust in the live 
streamers enables them to focus on important 
product attributes and increases the attitude and 
willingness to purchase (Chandrruangphen et 
al., 2022). Therefore, the following hypothesis is 
proposed.

H3: Trust in streamers positively affects 
customer attitudes toward live streaming 
shopping.

4. The Moderation Effect of Country 
Image

In explaining consumer behavior, national 
image plays an important role. Consumers often 
hesitate when purchasing unfamiliar products, and 
in such cases, they are more likely to evaluate the 
quality of the product based on the image of the 
country of origin (Nisbett & Wilson, 1977). There 
are many definitions of country image. From the 
perspective of marketing, Parameswaran and 
Yapark (1987) divided national image into national 
general image and national product image.

Country image is an impor tant aspect of 
shopping because it signif icantly inf luences 
consumer perceptions and decision making 
processes (Zhang et al., 2016, Lee & Robb, 2016). 
Wang et al. (2012) found that consumer behavior 
varieds depending on country image. Vijaranakorn 
and Shannon (2017) demonstrated the role of 
country image in enhancing product value and 
consumer purchase intention. 

There are two main types of country image 
influences; one is used as an independent variable 
to affect other factors, and the other is used as a 
moderate factor to affect the relationship between 

other factors. Islam and Hussain’s (2022) research 
showed that country image reduces consumer 
uncertainty and increases purchase intention. 
Huang et al. (2023) found that country image plays 
a moderating role in the relationship between 
brand reputation and well-being, and between 
brand preference and word of mouth. Haryanto et 
al. (2022) verified that the country general image 
and country product image had different impacts 
on consumer purchase behaviors. Therefore, the 
following hypotheses are proposed.

H4a: Country general image moderates the 
relationship between seller reputation and 
consumer attitudes toward live streaming 
shopping.

H4b: Country general image moderates the 
relationship between trust in live streamers 
and consumer attitudes toward live 
streaming shopping.

H5a: Country product image moderates the 
relationship between seller reputation and 
consumer attitudes toward live streaming 
shopping.

H5b: Country product image moderates the 
relationship between trust in live streamers 
and consumer attitudes toward live 
streaming shopping.

The research model is shown in Fig. 1.

Ⅳ. Research Methodology

1. Questionnaire

The questionnaire consists of 28 items that 
measure six concepts. The five items measuring 
country general image and six items measuring 
country product image were based on previous 
studies (Haryanto et al., 2022; Parameswaran & 
Yaprak, 1987). Three items measuring purchase 
intention were drawn from previous studies 
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Fig. 1. Research Model

(Alsyouf et al., 2023; Liu et al., 2023; Jung & Liu, 
2022). Four items to measure trust in streamers 
were drawn from previous studies (Liu & Oda, 
2021; Zhang et al., 2022). The three items 
measuring seller reputation were modified from 
previous studies (Puranik & Bansal, 2014). Three 
items measuring attitude toward live stream 
shopping come from previous studies (Kim et 
al., 2023; Li et al., 2023). All items have been 
modified according to the e-commerce platform. 
These items were measured on the Likert scale 
(1= completely disagree, 5= very agree). The 
constructs and survey items are shown in Table 1. 

2. Sampling Design and Data Collection

The purpose of this study is to investigate 
consumer perceptions of seller reputation and 
trust in streamers, and attitudes toward live 
streaming shopping, as well as the moderating 
effect of South Korea’s country image.

The survey was conducted in June of 2022 
using a combinat ion of online and off l ine 
questionnaires. The samples in this study are 
mainly young people in Shandong Province 
familiar with Korean products, so the main 
location of distribution is near the university in 
Jinan City, Shandong Province. A total of 400 
questionnaires were distributed, and 341 valid 

questionnaires were recovered after deleting 
d ishonest quest ionnai res.  The st udy used 
SmartPLS for reliability and validity analysis, 
as well as path analysis and moderation effect 
analysis.

The demographic character ist ics of the 
respondents are as follows. Since live streaming 
shopping consumers are mainly women, the study 
increased the proportion of women in the sample. 
The ratio of female to male samples was 2:1. The 
age of the respondents was mainly concentrated 
between 20 and 30 years old, of which 81% of the 
total sample size was between 20 and 30 years 
old. In terms of monthly income, families with 
a monthly income of 5,000-10,000 yuan in the 
sample dominate.

V. Results

1. Validity and Reliability of the 
Measures

First, this study conducted reliability analysis 
on six variables, as shown in Table 2. The 𝛼 
coefficients of the latent variables were found to 
be greater than 0.8, which significantly exceeded 
the minimum critical value of 0.7. This indicates 
that the internal consistency of each variable in 



Table 1. Construct and Questions Items

Construct Item Statement Source

General 
Country Image

CGI1 Korea’s ecological environment is good.

Parameswaran and 
Yapark (1987)
Haryanto et al. 
(2022)

CGI2 Korea’s natural environment is clean and pollution-free.

CGI3 Korea’s economic development level is high.

CGI4 Koreanshave a higher standard of living.

CGI5 Koreans are highly educated.

Country 
Product Image

CPI1 Korean products are natural and original.

CPI2 Korean products are natural without additives.

CPI3 Korean products are green and pollution-free.

CPI4 Korean products are made with meticulous workmanship.

CPI5 Korean produces highly technological products.

CPI6 The inspection standard of Korean products is high.

Purchase 
Intention

PI1 It is a good idea to use live stream shopping on Taobao to 
buy goods. 

Alsyouf et al. (2023) 
Liu et al. (2023)PI2 I have a positive attitude toward live stream shopping on 

Taobao.

PI3 I like live stream shopping on Taobao.

Trust in 
Streamer

TSR1 The streamer on Taobao is like a real expert in evaluating 
the products. 

Zhang et al. (2022)
Liu & Oda (2021)

TSR2 The streamer on Taobao has my interests in mind. 

TSR3 I consider this Taobao streamer to have integrity. 

TSR4 I do not think Taobao’s streamer would take advantage of 
me. 

Seller 
Reputation 

SR1 I undertake live stream shopping when a seller has a good 
reputation.

Puranik and Bansal 
(2014)
Zahara et al. (2021)

SR2 I undertake live stream shopping when a seller has higher 
rankings.

SR3 I undertake live stream shopping when a seller has better 
reviews.

Attitude 
toward Live 
Streaming 
Shopping

ATT1 I think it is a good idea to use live stream shopping on 
Taobao to buy goods

Kim et al. (2023)
Li et al. (2023)ATT2 I have a positive attitude toward live stream shopping on 

Taobao.

ATT3 I like to use liveg stream shopping on Taobao.

J. Glob. Bus. Trade Vol. 19 No. 5 (October 2023), 77-94 85



86 The Influence of Seller Reputation and Trust in Streamers on Live Stream Shopping Purchase 
Intention: The Moderation Effect of Country Image

the scale was good. Second, the total correlation 
coefficients of each question item were over 
0.6, meeting the standard of over 0.4. Finally, a 
combined reliability (CR) score greater than 0.70 
indicates good reliability of the factor. The CR 
of each variable was greater than 0.8, indicating 
good factor loading. 

Table 2. Reliability Analysis and Validity Analysis Results

Construct Item Factor Loading Cronbach’s alpha CR AVE

Country General Image (CGI)

CGI1 0.859

0.85 0.883 0.825

CGI2 0.847

CGI3 0.784

CGI4 0.855

CGI5 0.791

Country Product Image (CPI)

CPI1 0.878

0.92 0.923 0.815

CPI2 0.877

CPI3 0.854

CPI4 0.837

CPI5 0.791

CPI6 0.832

Purchase Intention

PI1 0.911

0.899 0.91 0.831PI2 0.914

PI3 0.91

Trust in Streamer

TSR1 0.866

0.936 0.938 0.839
TSR2 0.94

TSR3 0.923

TSR4 0.933

Seller Reputation 

SR1 0.948

0.93 0.93 0.877SR2 0.947

SR3 0.914

Attitude toward Live Stream 
Shopping

ATT1 0.882

0.885 0.9 0.812ATT2 0.936

ATT3 0.884

In the convergent validity analysis, the factor 
loading value of each item on the corresponding 
latent variable was greater than 0.8. The average 
variance extracted (AVE) of each latent variable 
was greater than 0.5. This indicated that the model 
had good convergent validity.



To assess discriminant validity, it is necessary 
to  eva luate  t he cor rela t ions be t ween the 
measurement items of different latent variables. A 
model has good discriminant validity if the square 
root of the average variance extracted (AVE) 
for each variable is greater than the correlation 

Table 3. Discriminant Validity Analysis

Attitude CGI CPI Purchase 
Intention

Seller 
Reputation

Trust in 
Streamer

Attitude 0.901

CGI 0.337 0.791

CPI 0.373 0.777 0.845

Purchase Intention 0.680 0.358 0.412 0.912

Seller Reputation 0.612 0.377 0.389 0.536 0.937

Trust in Streamer 0.434 0.254 0.226 0.374 0.532 0.916

coefficient between the variable and others (Huang 
& Hong, 2022). The square root of the AVE for 
each variable was greater than the correlation 
coefficient, indicating that the model had good 
discriminant validity based on the results of the 
discriminant validity analysis (as shown in Table 3).

2. Common Method Bias

The data for this research were collected using 
the same survey method from online and offline 
sources. Scholars have proposed that when data 
are collected from a single source, there is the 
possibility of common method bias (CMB) in the 
data set (Lindell and Whitney, 2001). 

In this study, to reduce concerns over common 
method bias, several remedies were undertaken 
before and after data collection, following the 
recommendations of Podsakoff et al. (2003). 

First, we assured our respondents on the 
privacy and confidentiality of their responses; 
second, well-established scale designs were used 
to avoid vagueness. Third, the questionnaire was 
pre-tested, and any necessary revisions were made 
before data collection. Finally, this study uses 
the marker variable to test the common method 
bias, and inserts a variable unrelated to the study 
in the middle of the questionnaire. We check 
the correlation coefficient between the marker 
variable and other variables, and if the correlation 
coefficient between the label variable and other 

variables exceeds 0.3, it is believed that there is a 
common method bias (Hair et al., 2019), and the 
result of correlation coefficients between marker 
variable and other variables are all less than 0.15.

3. Structural Parameter Estimates

In this study, SmartPLS was used to draw the 
fit diagram of the theoretical model and test the 
proposed theoretical hypotheses. Model fit refers 
to the degree of match between the structural 
equation model (SEM) and the observed values of 
the questionnaire sample. The results of the model 
fit analysis revealed that the absolute fit index of 
RMSEA was 0.067 (<0.08), which falls within the 
acceptable range, and the relative fit index of NFI 
was 0.849 (>0.8), indicating a good level of model 
fit.

Using the par tial least squares regression 
method, the theoret ical assumptions of the 
research model were examined. As shown in Table 
4, the results indicated that, based on the path 
coefficients and significance analysis, Hypotheses 
1, 2, and 3 were accepted.
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Table 4. Path Coefficients and Hypothesis Testing Results

Hypothesized Path Standardized Estimate t-value Result

H1: Attitude -> Purchase Intention 0.681 17.149*** Accepted

H2: Seller Reputation -> Attitude 0.533 11.139*** Accepted

H3: Trust in Streamers -> Attitude 0.15 3.409*** Accepted

Note: *p<0.05, **p<0.005, ***p<0.001.

SmartPLS was used to test the moderation 
effects. Additionally, 95% confidence interval 
estimates and 5,000 repeated sampling (bootstrap) 
estimates were employed, as recommended by 
Hayes (Hayes and Preacher, 2014, Kim, 2023).

Table 5 presents the results of the moderation 
test for general country image. The moderation 
effect of general country image on respect for 
the seller reached a significant level, but the 
moderation effect on trust in the streamer was not 
significant, thus supporting Hypothesis 4a, and 
rejecting Hypothesis 5a.

Table 6 displays the results of the moderation 
test for country product image. The moderation 
effect of country product image on respect for 
the seller reached a significant level, but the 

moderation effect on trust in the streamer was 
also not significant, thus supporting Hypothesis 
4b, and rejecting Hypothesis 5b.

The results indicate that country general 
image has a moderating effect on reputation for 
seller and attitude. Country product image also 
has a moderating effect on reputation for seller 
and attitude. However, country image does not 
moderate the relationship between trust in the 
streamer and attitude. This confirms that in live 
streaming e-commerce, consumer perceptions 
of country image do not change with the level 
of trust in the streamer, but still influence other 
t radit ional factors in e-commerce, such as 
reputation for the seller.

Table 5. Moderating Effect of Country General Image

Hypothesized Path Standardized Estimate t-value Result

Attitude -> Purchase Intention 0.681 17.164***

CGI -> Attitude 0.127 2.665***

Seller Reputation -> Attitude 0.498 9.14***

Trust in Streamers -> Attitude 0.123 2.701***

H4a: CGI x Seller Reputation -> Attitude 0.163 2.806*** Accepted

H5a: CGI x Trust in Streamers -> Attitude -0.038 0.849*** Rejected

Note: *p<0.05, **p<0.005, ***p<0.001.



Table 6. Moderating Effect of Country Product Image

Hypothesized Path Standardized Estimate t-value Result

Attitude -> Purchase Intention 0.68 17.098***

CGI -> Attitude 0.15 3.635***

Seller Reputation -> Attitude 0.486 9.054***

Trust in Streamers -> Attitude 0.126 2.77***

H4b: CPI x Seller Reputation -> Attitude 0.089 2.353*** Accepted

H5b: CPI x Trust in Streamers -> Attitude -0.034 0.792*** Rejected

Note: *p<0.05, **p<0.005, ***p<0.001.

VI. Conclusions

1. Summary of Results

The purpose of this study was to explore the 
purchase behavior of Chinese consumers in live 
streaming e-commerce from the perspective of 
Korea’s country image. The study adopted the 
Technology Acceptance Model (TAM) to examine 
the inf luence of traditional seller reputation 
and trust in streamers on consumer purchase 
intention. In addition, this study also examined the 
moderating effect of Korea’s general country image 
and Korea’s product image on seller reputation, 
trust in streamers, and consumer attitudes toward 
live streaming e-commerce.

According to the Technology Acceptance 
Model (TAM), this study found that consumer 
attitudes toward live streaming e-commerce had 
a positive effect on their purchase intention. This 
finding underscores the importance of attitudes in 
determining consumer purchase intentions. This 
conclusion is partially consistent with previous 
research findings, and supports the effectiveness of 
TAM in explaining consumer behavior.

At the same time, in traditional e-commerce, 
seller reputation has a signif icant impact on 

consumer purchase attitudes, and this relationship 
has also been verified in live streaming e-commerce 
(Kim, 2023). This shows that seller reputation plays 
a key role in different shopping environments, 
whether traditional e-commerce or live streaming 
e-commerce. This finding reminds companies of 
the importance of maintaining and enhancing the 
reputation of sellers on live e-commerce platforms 
to promote consumer purchase intention (Wahab 
& Giwah, 2020).

In addition, the research results also indicate 
that trust in streamers in live streaming e-commerce 
has a positive impact on consumer at titudes 
toward live streaming e-commerce (Liu & Oda, 
2021; Zhang et al., 2022; Liu et al., 2023). This 
shows that the streamer plays an important role 
in live streaming e-commerce, and trust has a 
significant impact on consumer attitudes and 
purchase decisions. Establishing this trust may 
involve factors such as streamer professionalism, 
reliability, and interaction with consumers.

In this study, to further investigate the modera-
ting effect of country image, the researchers 
examined the influence of Korea’s country image 
on the relationship between seller reputation, trust 
in streamers, and consumer attitudes toward live 
streaming e-commerce (Musarra et al., 2022; 
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Zhang et al., 2022). Based on previous studies, 
country image is divided into general country 
image and country product image (Hwang et al., 
2023).

The results revealed some interesting findings. 
First, general country image and country product 
image play a moderating role in the relationship 
between seller reputation and attitude. That is, 
Korea’s country image can affect the relationship 
between seller reputation and consumer attitude 
toward live streaming e-commerce to some 
extent. This may indicate that overall consumer 
impressions of Korea and perceptions of Korean 
products play a role in evaluating seller reputation. 
For example, positive consumer impressions of 
Korea may increase trust in Korean sellers, which 
in turn affects attitudes toward live-streaming 
e-commerce.

Interestingly, however, country image did 
not show a moderating effect on the relationship 
between streamer trust and attitudes toward live 
e-commerce (Chandrruangphen et al., 2022). This 
may mean that consumer trust in streamers is, to 
some extent, not inf luenced by country image, 
but rather by other factors (such as the streamer’s 
personal charm and professionalism).

Taken together, these findings provide a deeper 
understanding that the impact of country image 
on consumer attitudes and purchase behavior 
in live streaming e-commerce may be complex 
and varied. General country image and country 
product image may play a moderating role in 
some aspects, but have no impact on others. This 
highlights the importance of considering multiple 
factors when studying the relationship between 
country image and consumer behavior, and 
provides new ideas for research in related areas. 
However, further studies are needed to delve 
deeper into the mechanisms of these modulations, 
as well as other inf luencing factors that may 
exist.

2. Implications and Limitations

The theoretical implications of this study are 
as follows.

With the popularity of live streaming e-commerce, 
the mechanisms inf luencing consumer live 
st ream purchase behavior are signif icantly 
different from traditional e-commerce. This 
study extends the application of the Technology 
Acceptance Model (TAM) to the context of live 
streaming e-commerce. By including traditional 
seller reputation and the crucial factor of trust 
in streamers in live streaming e-commerce as 
dependent variables, this study explores the 
pathways of the impact on consumer purchase 
intention. In addition, the study examines the 
moderating role of country image, an important 
factor in e-commerce research, to validate the 
moderating effect of South Korea’s country image 
in live streaming e-commerce in China.

The practical implications of this study are as 
follows.

As more foreign products enter the Chinese 
market, the country image of products signifi-
cantly influences consumer purchasing decisions. 
In live streaming e-commerce, although trust in 
streamers influences consumer purchase attitudes, 
relying solely on streamer advertisement and 
consumer attitudes toward a streamer may not 
be sufficient to influence the purchase decision 
process when selling foreign products with which 
consumers are unfamiliar. On the contrary, seller 
reputation is crucial. In the absence of sufficient 
information about foreign products, the country 
image of the product posit ively moderates 
the relationship between seller reputation and 
purchase attitude. Therefore, when selling foreign 
products in China, it is important to select sellers 
with a good reputation.

The limitations of this study are as follows.
The study focused only on the country image 

of South Korea, and further comparative research 
on the country images of other countries is 
needed. Regarding the research model, only 
two influencing factors were selected, and more 
factors should be validated. In addition, the study 
sample consisted only of individuals aged 20 and 
above, which may limit the generalizability of the 
findings.
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ABSTRACT

Purpose – The purpose of this study was to analyze differences in the decision-making process of cruise 
travelers based on value perceptions. The analysis was conducted from the perspective of travelers seeking 
information online, and pre-decision, purchase decision, and post-sharing were analyzed to draw implications.
Design/Methodology/Approach – The research methodology of this paper is as follows. A survey was 
conducted among potential travelers who are planning a cruise trip, especially those who are exposed to the 
digital environment and make pre-trip research and purchase decisions online. After conducting factor analysis 
for each factor, the relationship between variables was verified through MANOVA. In addition, cluster analysis 
was used to check for differences between groups and to determine whether there were differences between 
groups for each variable.
Findings – As a result of the study, we were able to divide the clusters into three groups: low-, medium-, and 
high-value. For each cluster, we analyzed the difference in preference for digital tourism platforms at different 
stages of the cruise decision-making process. The results are reported in detail in the main text.
Research Implications – While previous studies have conducted empirical research by incorporating theories 
on the traveler purchase decision-making process, this study is significant in that it analyzes the differences 
between groups of digital travelers as they increasingly make purchases online. It is expected to show 
theoretical and practical implications.

Keywords: cruise, digital traveler, information resources, market segmentation, travel decision making, travel 
value

JEL Classifications: L83, L86, L95, M31, O33

* Corresponding Author, E-mail: yhyoon@dongduk.ac.kr
© 2023 International Academy of Global Business and Trade. All rights reserved.

J. Glob. Bus. Trade Vol. 19 No. 5 (October 2023), 95-110 95



96 Analyzing Differences in Cruise Tourist Decision:
Making Processes Based on Value Perception

Ⅰ. Introduction

The advent of the digital age is heralding 
a revolutionary shift in the travel paradigm 
(Pencarelli, 2020). The widespread integration of 
digital technologies into all phases of travel, from 
initial planning to immersive experiences to post-
trip interactions, represents a radical departure 
from traditional methods (Arthur & Van Nuenen, 
2019; Lee & Kim, 2022). This ubiquitous digital 
presence has not only created unprecedented 
convenience and operational efficiencies but has 
also given rise to a distinct group of travelers, the 
digital traveler, that uses digital tools to enhance, 
redef ine, and customize trips (Hjalager and 
Jensen, 2012).

This paradigm shift is particularly evident 
in cruise travel (Buhalis et al., 2022). Within 
the cruise tourism sector, a variety of services 
and businesses are emerging to cater to the 
burgeoning population of digital travelers. Notable 
manifestations include the emergence of online 
booking platforms that streamline the reservation 
process, as well as the deployment of on-board 
applications that provide seamless guidance 
and navigation to enhance the cruise experience 
(Gibson & Parkman, 2018). The landscape is 
also enriched by platforms that provide a wealth 
of information through cruise rating and review 
sites (Brejla & Gilbert, 2014; Zhang et al., 2015). 
Nevertheless, it remains striking that there is a 
lack of scholarly research on the profile of the 
digital traveler within the cruise tourism domain.

The need to understand and empathize with 
users cannot be overstated, as it has profound 
implicat ions for the continued growth and 
viability of the industry (Zhang & Schmude, 
2022). In this context, market segmentation 
emerges as an instrumental strategy (Dibb, 1998). 
This approach facilitates a nuanced understanding 
of the multifaceted digital traveler population, 
and subsequently enables the development 
of customized services that are at tuned to 
preferences and expectations. As a result, this 
tailored approach drives higher levels of customer 
satisfaction and loyalty.

The overarching goal of our study is to 
explore the cruise industry in the context of the 
digital traveler, an area that has been relatively 
underexplored. More specifically, the study aimed 
to understand how digital technologies are used in 
the decision-making process of cruise travelers, 
and which technologies are preferred based on 
traveler characteristics. Also, our research hinges 
on the stratification of the cruise tourism market, 
with a focus on the intrinsic value that travelers 
themselves place on tourism experiences. This 
strategic pivot is rooted in the recognition of 
value perception as a central driver within the 
tourism sector. As such, our study is poised to 
pay dividends by facilitating the formulation of 
customer-centric services, while simultaneously 
contributing to the broader expansion of the 
industry by uncovering novel paradigms and 
strategies that can be seamlessly integrated into 
the domain of cruise tourism.  There have been 
many studies on cruise travelers, but there has 
not been much research on the decision-making 
process and the use of digital technology in the 
process, so it was necessary to conduct a study in 
line with the times.

Ⅱ. Literature Review

This paper aims to reveal the decision-
making factors of digital travelers and investigate 
travel values that affect these. To reveal this, it 
is necessary to understand the decision-making 
process of travelers and understand travel value.

1. Travel Decision Making

There are various theories to explain traveler 
decision-making. Among these, the theory 
of planned behavior is based on the theory 
of reasoned action, which states that specific 
behavioral intentions are formed by individual 
attitudes and subjective norms to understand 
and predict human behavior in the field of social 
science. It also emphasizes the importance of an 
individual’s ability to control his or her behavior, 
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and adds the concepts of perceived behavior and 
sense of control to the theory of reasoned action 
to provide a theoretical framework (Bosnjak 
et al., 2020; Fishbein & Ajzen, 2011). Similar 
to the theory of reasoned action, the theory of 
planned behavior argues that humans are rational 
in decision-making because they are rational 
beings. However, it differs in that it enhances its 
explanatory power by adding a non-volitional 
factor, perceived behavioral control (Han et al., 
2011). 

Attitude, which is defined in the Theory of 
Planned Behavior as the expectations, beliefs, and 
evaluations about the outcomes of a particular 
behavior, is an important psychological variable 
because positive attitudes can increase behavioral 
intention (Phillips & Jang, 2008). In addition, in the 
Theory of Planned Behavior, perceived behavioral 
control refers to an individual’s assessment of his 
or her ability and conditions to actually perform a 
particular behavior (Ajzen, 1991).

We also explore the research on the impact 
of travel value on traveler decision-making. 
Kim and Matsubara (2008) defined purchase 
intention as a customer’s intention to purchase a 
particular product or service based on purchase 
experience, and Cronin and Taylor (1992) argued 
that satisfaction with a product or service leads to 
the formation of positive customer attitudes, such 
as revisit intention and loyalty.

In addition, in the case of the consumer 
purchase decision-making process, the desire 
to choose a product proceeds in f ive stages: 
problem recognit ion, product infor mat ion 
search, comparison and alternative evaluation, 
product selection, and post-purchase satisfaction 
or dissatisfaction behavior., The stages can be 
moderated by the level of involvement, product 
type, individual, and environment (Engel & 
Blackwell, 1995). In most f ields of tourism, 
additional variables have been added to the theory 
of planned behavior to shed light on the decision-
making process of potential tourists (Garay et 
al., 2018; Goh et al., 2017). As a result, personal 
values are a key concept for understanding 
tourists in tourism marketing strategy formulation 

because they play a broad role in tourist decision-
making, and are more stable across time and 
context than tourism motivations (Beatty et al., 
1988; Mehmetoglu et al., 2010; Ye et al., 2017).

2. Travel Value

Consumers perceive value in the consumption 
process, and different consumption experiences 
can lead to d i f fe rent  consu mpt ion va lues 
depending on the time, place, and circumstances 
of consumption (Zeithaml & Bitner, 1996). 
If consumption value is perceived differently 
depending on the consumption exper ience, 
consumption behavior is also different, so it is 
necessary to understand consumption value to 
explain and predict it (Kim & Chang, 2022; Lee, 
2021). This is because consumption values are 
specific enough to provide a comprehensive and 
integrated view of a consumer’s consumption 
experiences (Kang & Chae, 2011). Consumption 
value, which is perceived after the consumption 
process or experience, is organized differently 
depending on the researcher and the purpose of 
the study.  Sheth et al. (1991) applied five types of 
consumption value: functional, social, emotional, 
rare, and situational. Behavioral intention, which is 
the intention or belief to repurchase or to positively 
communicate or recommend one’s purchase 
experience to others, is the positive intention and 
expression of loyal customers, and is the basis for 
the continuous development of a company (Chi & 
Qu, 2008; Rhee & Bell, 2002).

Sweeney and Soutar (2001) developed a 19-item 
perceived value (PERVAL) scale that categorizes 
value into emotional, social, functional quality/
performance, and functional price/price. Sanchez 
et al. (2006) defined perceived value related to the 
purchase of travel products into six dimensions, 
and developed a 24 item GLOBAL scale to 
measure it. Ponte et al. (2015) found that perceived 
value and t rust determined online purchase 
intention when purchasing travel products online. 
Bajs (2015) examined the effects of perceived value 
on satisfaction and behavioral intention among 
travelers in Dobrovnik, Croatia. It was found that 



destination appearance and emotional experience 
had the strongest positive effect on the perceived 
value of travel, and while cost had a negative 
effect, the effect was weak.

Looking at previous studies on the relationship 
between consumption value and consumption 
propensity, Hauseman (2000) and Michon 
and Chebat (2004) found that consumption 
value inf luenced shopping propensity during 
the shopping process. In Hauseman’s (2000) 
study, it was found that consumption values and 
consumption disposition significantly affected 
behavioral intent ion, which indicates that 
consumers change behaviors during the shopping 
process in pursuit of stress relief, escape from 
routine, and fun. Cronin et al. (2000) found that 
customer perceived value had a direct and positive 
effect on future behavioral intention.

Cruise tourism continues to grow mainly in 
the Americas and Europe, and since 2012, the 
growth of the cruise tourism market has become 
more visible as the supply of world-leading cruise 
lines has expanded to China, Japan, and Korea 
in Northeast Asia, following the Americas and 
Europe (CLIA. 2015). It is also a tourism sector 
that has seen a resurgence after a brief hiatus due 
to the pandemic (Liu et al., 2022).

If the psychological consumption characteristics 
are different depending on the consumption 
experience, the consumption behavior will also 
appear differently, so it is necessary to identify the 
consumption value and tendency to explain and 
predict it (Kang & Chae. 2011).

Online reviews not only answer questions 
about a product or service, they also provide 
indirect exper iences pr ior to consumption, 
giving an overall assessment of the product by 
previous users (Li et al., 2013). Reviews and 
ratings from regular consumers that have already 
experienced a product or service are perceived to 
be more accurate and honest compared to reviews 
provided by sellers (Yoo & Gretzel, 2009). As 
such, online reviews can have a significant impact 
on the purchase decisions of potential consumers 
considering purchasing a particular product or 
service (Sparks et al., 2013).

Studies related to online cruise reviews include 
Brejla and Gilbert (2014) and Zhang et al. (2015), 
both of which utilized data from CruiseCritic. 
Zhang et al. (2015) collected overall satisfaction 
and satisfaction with each service item rated by 
reviewers on CruiseCritic on a five-point scale 
and used regression analysis to identify factors 
that inf luenced satisfaction with cruise travel. 
Meanwhile, Brejla and Gilbert (2014) utilized 
online review data to study the ongoing service 
evaluation and bilateral interactions between 
cruise passengers and crew within the service 
space of cruises.

3. Digital Traveler

Many travelers today want to be online at all 
times, meaning before, during, and after a trip 
(Hjalager & Jensen, 2012). The use of the Internet 
for commerce or interacting with customers is 
growing rapidly in the global travel and tourism 
industry. It has significantly changed the market 
conditions for organizations operating in the 
industry (Buhalis & Law, 2008).

The f ront r unners of d ig it iz ing tou r ist s 
are generally characterized by the following 
characteristics: being small in number, able to 
withstand uncertainties such as financial risks, and 
having the knowledge to deal with technological 
solutions. However, not enough effort has been 
put into identifying segments of mobile service 
users. In particular, there is still an ongoing debate 
about segmentation by various modes of travel 
transportation, or by propensity.

A study related to cruise passenger dissatisfac-
tion experiences is that of Aggett (2011), which 
is significant because it was the first study to 
collect and analyze online reviews and categorize 
passenger complaints into food, policy, systems 
and operations, and service performance and 
delivery.

Digital travelers are focused on real-time, 
place-based information on smart devices during 
their travels, not just traditional destination-
based information or provider information. This 
means that contextual messaging is important, 
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personalized and tailored to the information-
driven travel patterns of travelers in specific 
situations. At a time of heightened alertness, 
the proper packaging and content of messages 
is critical. There have been studies on social 
media for information search (Xiang & Gretzel, 
2010), motivation to share travel knowledge, 
specific social media studies, and intention to 
use social media (Parra-López et al., 2011). Thus 
far, research on the combination of tourism and 
ICT has been focused on phenomenological and 
technological aspects.

Therefore, this paper explores the differences 
in decision-making based on value perception 
among digital travelers that have been on a cruise. 
By dividing these individuals into clusters and 
checking the differences between each group, this 
study hopes to derive relevant management and 
marketing strategies in the future.

4. Market Segmentation

Market segmentation refers to the division 
of a heterogeneous overall market into mutually 
exclusive and homogeneous submarkets based on 
consumer characteristics. Marketers can define 
consumer characteristics, identify profitable 
segments, and implement effective marketing 
strategies in response (Zhang & Schmude, 2022).

In the f ield of travel and tourism, market 
segmentation provides important information for 
building tourism marketing strategies. Dolnicar 
(2004) defined travel market segmentation as the 
process of categorizing travel consumers into 
homogeneous subgroups with similar needs and 
interests based on demographic, socioeconomic, 
socio-psychological, and geographic characteris-
tics. In addition to demographic criteria, recent 
tour ism market segmentat ion studies have 
attempted to categorize the market based on 
travel and experience motivations and benefits 
sought (Molera and Albaladejo, 2007; Poria et al., 
2003).

Prior research on t ravel motivations and 
market segmentation can be divided into three 
main categories. First, McIntosh and Goeldner 

(1995) proposed four motives: physical, cultural, 
interpersonal, and status and honor motives, in 
which he argued that tourists do not travel for 
one motive alone, but rather try to satisfy several 
motives at the same time. The second is Iso-Ahola 
and Weissinger’s (1987) Escape -Seeking theory, 
which categorizes tourist motives into those that 
seek to escape from the everyday environment, 
and those that seek psychological and intrinsic 
rewards. Third, travel motivation is divided into 
push factors, which are motivations to travel 
to a tourist destination, and pull factors, which 
represent the attraction of a tourist destination. As 
such, travel motivation is defined differently by 
different researchers, but the general view is that 
it can be complex and diverse, depending on the 
internal psychological characteristics of tourists, 
and can vary depending on the cultural, historical, 
and external environment.

Ⅲ. Methodology

1. Research Questions

As noted, digital t ravelers have different 
characteristics than traditional tourists, meaning 
that they need to be understood differently. In 
order to understand this group of tourists in depth, 
utilizing market segmentation methods is effective. 
In this study, we used the market segmentation 
method to understand the phenomenon of digital 
traveler enjoyment of cruise tourism. In particular, 
the study believes that tourism value, which is used 
as the main driver of tourists, is the main factor for 
market segmentation.

Therefore, the research questions are set as 
follows.

Q1: Is it possible to market to segment cruise 
tourists according to the perceived tourism 
value of digital travelers?

Q2: Does each group segmented by tourism 
value show differences by travel decision 
making process?
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2. Data Collection and Analysis

This study aimed to understand the cruise 
tourism behavior of digital travelers and surveyed 
those that have par ticipated in or intend to 
participate in cruise tourism. The survey was 
conducted from September 2nd to October 2nd, 
2019, with trained researchers to help respondents 
complete the survey. The surveyors utilized 
both a printed paper questionnaire and an online 
questionnaire, allowing respondents to choose the 
method that was most convenient, and provided 
immediate assistance if they had diff iculty 
responding.

The questionnaire consisted of six questions 
about cruise travel experiences, four questions 
about preferred information sources for pre-
trip planning, eight questions about preferred 
platforms, six questions about preferred channels 
for purchasing cruise products, eight questions 
about preferred platforms for sharing post-trip 
information, 24 questions about cruise travel 
values, and five questions about demographic 
characteristics. 

The survey samples were divided into age 
groups of 20s, 30s, 40s, 50s, and 60s and above to 
match the age and gender ratio, and a total of 400 

Table 1. Demographic Characteristic of the Respondents (n=395)

Variable N Percentage

Gender Male 243 61.5
Female 152 38.5

Age

20~29 142 35.9
30~39 86 21.8
40~49 110 27.8
50~59 53 13.4
>  60 4 1.0

Education

High School or below 38 9.6
College 57 14.4
University 270 68.4
Graduate School 30 7.6

Annual Household 
Income

< 20 million won 148 37.5
20~40 million won 84 21.3
40~60 million won 117 29.6
60~80 million won 29 7.3
> 80 million won 17 4.3

copies were collected, with a goal of 40 copies for 
men and 40 copies for women in each age group.  
As a result, 410 questionnaires were returned, 
but through the data cleaning process to exclude 
insincere responses and responses that were not 
suitable for statistical analysis, 395 valid samples 
were finally obtained. Statistical analysis was 
conducted to present the results of the research 
questions through frequency analysis, factor 
analysis, cluster analysis, cross analysis, and 
analysis of variance.

Ⅳ. Results and Discussion

1. Characteristic of the Respondents

The basic demographics of the respondents 
are shown in Table 1. A total of 395 respondents 
were analyzed, and although we aimed for a quota 
sample, more males responded to the survey than 
females, and respondents were in their 20s, 40s, 
30s, and 50s or older. In terms of educational 
background, university graduates were the most 
common, and income level was evenly distributed 
below 60 million won.
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2. Factor Analysis of Travel Value

The results of the factorization are shown in 
Table 2. Out of the total 24 questions, 20 questions 
were used for the analysis, excluding those that 
did not fit the analysis results and content. As a 
result, a total of three value factors were derived. 

First is rare value, which is the perception that 
cruise travel is special and different from ordinary 
travel. The second is functional value, which is 
the perception that cruise travel offers a superior 
quality of service. Finally, the third value is social 
value, which is the perception that cruise traveling 
provides value such as increased social status.

Table 2. Factor Analysis of Travel Value

Attribute / Factor Loading Eigenvalue Variance 
Explained(%)

Reliability
Alpha

Epistemic 
Value

Cruising is a memorable experience. 0.837 4.969 24.846 .886

Cruising is an experience like no other. 0.797

Cruising makes me feel like I’m in a new 
world. 0.745

Cruising has unique characteristics that 
set it apart from regular travel. 0.717

Cruising allows me to have a unique 
experience. 0.709

Cruise experiences are priceless. 0.689

Cruising offers its own special service. 0.631

Cruises can take me to places I can’t 
easily get to with regular travel. 0.461

Functional
Value

Cruising makes me happy. 0.707 3.665 18.324 .862

Cruising suits my taste. 0.671

Cruising is fun. 0.644

Cruising is comfortable. 0.640

Cruises are usually very well organized. 0.597

Cruises are a great value for money. 0.595

I can get good service while cruising. 0.577

Cruising offers high quality services. 0.576

Social
Value

Cruising changes people’s perceptions of 
me. 0.873 3.401 17.007 .879

Cruising improves my social status. 0.822

Cruising allows me to meet people on a 
similar social level. 0.794

Cruising makes people envious of me. 0.787
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3. Cluster Analysis (Market Segmentation) 
by Travel Value

For market segmentation, cluster analysis was 
performed using value recognition. The results 
are shown in Table 3. The first cluster, with a 
total of 111 people, has the lowest perceived value 
of all. We refer to this group as the Low Value 

Perception Group. The second cluster, with a total 
of 200 participants, has the highest perceived 
value. We refer to this group as the High Value 
Perception Group. Finally, the third group, with 
79 members, was found to have a high perception 
of the epistemic value, and a medium perception 
of the other two values. This last group is called 
the moderate value perception group. 

Table 3. Cluster Analysis by Travel Value

Construct
Cluster 1 Cluster 2 Cluster 3

F p-value
(n=111) (n=200) (n=79)

Epistemic Value 3.3975(L) 4.0965(H) 4.1913(H) 146.016 0.000
Functional Value 3.2883(L) 4.1344(H) 3.7642(M) 156.551 0.000
Social Value 3.2883(L) 4.1344(H) 3.7642(M) 510.437 0.000

Note: Results of Duncan’s and Scheffe’s tests shown as ‘L<M<H’.

4. Comparison of Clusters

To address Research Question 2, a MANOVA 
analysis was conducted to determine whether the 
groups differed by travel decision-making stage.

The results of analyzing the differences in 
preferred information sources for pre-travel 
information search are shown in Table 4. The 
low-value perception group (Cluster 1) generally 

showed a low preference for all information 
sources, with only the media showing a moderate 
preference. The high-value group (Cluster 2) has 
the highest preference for all sources. Finally, 
the medium-value group (Cluster 3) has a high 
preference for online information, family, friends, 
and acquaintances, a low preference for media 
and travel agencies, and a medium preference for 
brochures and public institutions.

Table 4. Comparison of Clusters - Information Resources

Construct

Mean

F p-valueCluster 1 Cluster 2 Cluster 3

(n=111) (n=200) (n=79)

Online Information 3.67(L) 3.98(H) 4.09(H) 8.403 0.000

Friends, Relatives, and Other 
Acquaintances 3.54(L) 4.01(H) 4.09(H) 13.304 0.000

Brochures 3.20(L) 3.66(H) 3.40(LH) 7.252 0.001

Media 3.29(M) 3.67(H) 2.82(L) 27.252 0.000

Travel Agency 3.23(L) 3.66(H) 3.00(L) 18.434 0.000

Public Organization 3.18(L) 3.52(H) 3.30(LH) 4.528 0.011

Note: Results of Duncan’s and Scheffe’s MR tests shown as ‘L<M<H’.

102 Analyzing Differences in Cruise Tourist Decision:
Making Processes Based on Value Perception



Next, we analyzed differences in preferred 
planning platforms during the pre-trip planning 
phase, as shown in Table 5. The low-value 
perception group (Cluster 1) had the lowest 
preference for all platforms. The high-value 
group (Cluster 2) had the highest preference for 
all platforms. Finally, the medium-value group 

(Cluster 3) has a high preference for blogs, cruise 
line websites, travel review sharing sites, and 
travel price comparison sites, a low preference for 
mobile applications, travel agency websites, and 
social commerce, and an intermediate preference 
for social media.

Table 5. Comparison of Clusters - Travel Planning

Construct

Mean

F p-valueCluster 1 Cluster 2 Cluster 3

(n=111) (n=200) (n=79)

Blog 3.30(L) 3.60(H) 3.71(H) 5.511 0.004

Mobile Application 3.24(L) 3.63(H) 3.43(L) 7.796 0.000

SNS 3.39(L) 3.70(H) 3.48(LH) 4.406 0.013

Travel Agency Webpage 3.28(L) 3.66(H) 3.34(L) 9.247 0.000

Cruise Company
Webpage

3.25(L) 3.62(H) 3.53(H) 7.611 0.001

Social Commerce 3.08(L) 3.53(H) 3.19(L) 12.292 0.000

Travel Review Website 3.24(L) 3.71(H) 3.57(H) 8.916 0.000

Travel Price Comparison 
Website

3.37(L) 3.65(H) 3.63(H) 4.177 0.016

Note: Results of Duncan’s and Scheffe’s MR tests shown as ‘L<M<H’.

Next, we analyzed the differences in platform 
preference at the travel purchase stage, as shown 
in Table 6. The low-value perception group 
(Cluster 1) generally showed a low preference for 
all platforms, with only a moderate preference 
for offline booking with cruise lines. The high-
value perception group (Cluster 2) generally has 
the highest preference for all platforms, with 

only a moderate preference for the cruise line’s 
online booking system. Finally, the medium-value 
group (Cluster 3) has a high preference for cruise 
line online booking systems, a low preference for 
cruise line offline booking and travel agent offline 
booking, and a medium preference for travel agent 
online booking and social commerce.

J. Glob. Bus. Trade Vol. 19 No. 5 (October 2023), 95-110 103



Table 6. Comparison of Clusters - Purchase

Construct

Mean

F p-valueCluster 1 Cluster 2 Cluster 3

(n=111) (n=200) (n=79)
Cruise Company
Online System 3.55(L) 3.83(M) 4.09(H) 10.769 0.000

Cruise Company 
Offine Reservation 2.95(LH) 3.24(H) 2.78(L) 7.397 0.001

Travel Agency 
Online Reservation 3.25(L) 3.57(H) 3.32(LH) 5.320 0.005

Travel Agency Offine 
Reservation 3.00(L) 3.34(H) 2.89(L) 8.401 0.000

Social Commerce
Website 3.30(L) 3.61(H) 3.42(LH) 4.654 0.010

Note: Results of Duncan’s and Scheffe’s MR tests shown as ‘L<M<H’.

Next, we analyzed the differences in preferred 
review posting platforms during the post-trip 
review sharing phase, as shown in Table 7. The 
low value perception group (Cluster 1) generally 
showed a low preference for all platforms, with 
only a moderate preference for social commerce. 
The high-value group (Cluster 2) has the highest 

preference for all platforms. Finally, the medium-
value group (Cluster 3) has a high preference 
for social media, cruise line websites, and 
travel review sites, a low preference for mobile 
applications, t ravel agency websites, social 
commerce, and travel price comparison sites, and 
a medium preference for blogs.

Table 7. Comparison of Clusters - WoM (Review Sharing)

Construct

Mean

F p-valueCluster 1 Cluster 2 Cluster 3

(n=111) (n=200) (n=79)

Blog 3.04(L) 3.37(H) 3.09(LH) 4.445 0.012

Mobile Application 2.98(L) 3.37(H) 2.86(L) 10.525 0.000

SNS 3.28(L) 3.78(H) 3.61(H) 8.657 0.000

Travel Agency Webpage 2.89(L) 3.30(H) 2.67(L) 14.726 0.000

Cruise Company
Webpage 2.86(L) 3.25(H) 2.70(H) 12.086 0.000

Social Commerce 2.88(M) 3.32(H) 2.48(L) 22.357 0.000

Travel Review Website 2.92(L) 3.40(H) 3.03(H) 9,645 0.000

Travel Price Comparison 
Website 2.94(L) 3.40(H) 2.65(L) 20.255 0.000

Note: Results of Duncan’s and Scheffe’s MR tests shown as ‘L<M<H’.
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Finally, we aimed to investigate the differences 
in demographic characteristics among groups. 
A comprehensive presentation of the findings 
is revealed in Table 8. Notably, no statistically 
signif icant disparit ies emerged in terms of 
gender distribution, educational attainment, or 
income levels among the clusters. Predominantly, 
participant composition in each group skewed 

toward a female majority, individuals possessing at 
least a bachelor’s degree or higher, and an average 
income bracket ranging from 40~60 million. 
However, a notable distinction in demographic 
profiles surfaced with respect to age. Specifically, 
Clusters 1 and 2 were more likely to be in their 30s 
and 40s, and Cluster 3 was in their 20s and 30s.

Table 8. Comparison of Clusters - Demographic Characteristics

Construct

Mean

F p-valueCluster 1 Cluster 2 Cluster 3

(n=111) (n=200) (n=79)

Gender 1.36 1.37 1.48 1.845 0.159

Age 2.37(H) 2.37(H) 1.66(L) 13.653 0.000

Education 2.73 2.69 2.85 1.313 0.270

Annual Household Income 3.19 3.00 2.77 2.110 0.123

Note: Results of Duncan’s and Scheffe’s MR tests shown as ‘L<M<H’.

V. Conclusion

The global economy and industr ies have 
been transformed by the COVID-19 pandemic. 
O ne s t udy fou nd t ha t  i ndus t r ie s  such a s 
accommodat ion and food, t ravel, tour ism, 
recreation, leisure, and cultural activities will be 
hit harder than others. In countries such as South 
Korea, Japan, and the EU, where self-employment 
is high, service sector production has declined, 
and the impact is expected to be significant. In 
this situation, there is a great need for research 
on the recovery of the tourism industry, and it is 
necessary to study tourism at this time of digital 
transformation (Yoon & Ko, 2022).

This study was conducted to determine how 
cruise travelers differ in perceptions of value 
through market segmentation. In particular, we 
looked at the characteristics of digital travelers, 
who have changed the way they search for travel 
information and make online reservations. We 

analyzed the behavior of digital cruise travelers by 
identifying the sources of travel information for 
pre-trip planning and the platforms used to obtain 
travel information. We also uncovered how they 
make final purchases online, and the platforms 
they use to share experiences after a cruise. We 
also analyzed the value placed on cruise travel, 
and the differences in decision-making processes. 
The results revealed the following implications.

First, we were able to categorize three value 
perceptions and identify the characteristics of 
each cluster. The three values were significantly 
categorized as intrinsic value, functional value, 
and social value, and we divided these into three 
clusters to examine influence. The first cluster was 
higher than the second and third clusters, and the 
functional value was 1<3<2. Social values were 
clustered in the order of 3<1<2, and the results 
of clustering by perception of each value was 
confirmed through the study.

Second, we analyzed the differences in preference 
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for digital tourism platforms at each decision-
making stage of cruise travel by cluster. The 
results show that the low-value group has a lower 
preference for digital platforms, and the high-
value group has a higher preference for digital 
platforms in almost all stages of the process. 
However, the middle-value group has a wide 
range of preferred platforms in each stage. 

To summarize the differences between the 
groups, here are some highlights.

 The low-value group has a low preference for 
all platforms, but media is a moderate favorite 
in the pre-trip information-seeking phase. In the 
purchase phase, they have a slight preference 
for booking with an off line cruise line, and in 
the post-trip review phase, they have a moderate 
preference for social commerce.

The medium-value group has a high preference 
for online information, family, fr iends, and 
acquaintances, and a low preference for the media 
as an information source. When it comes to the 
platforms they use to plan, they have a high 
preference for blogs, cruise line websites, and 
travel comparison sites, and a low preference for 
mobile applications and travel agent websites. 
When it comes to purchasing products, cruise 
line online booking systems are preferred, while 
cruise line and travel agency offline reservations 
are less preferred. In the post-trip review phase, 
they were more likely to use social media, 
cruise line websites, and travel review sites, and 
less likely to use travel agent websites, social 
commerce, and travel price comparison sites.

The high-value group shows a high preference 
for all platforms across the board, but a moderate 
preference for cruise line online booking systems 
during the product purchase phase.

We also looked at differences in demographics, 
and found no differences in gender, education, 
or income, only age. The mid-value group was 
younger than the other groups, with more people 
in their 20s and 30s. This is a group with a high 
perceived value of rarity, which suggests that 
younger people are new to cruising and value it 
highly.

The practical implication is that you can capital-

ize on the fact that people have different platform 
preferences based on the value they place on 
travel.  For example, the medium-value group is 
more likely to use blogs and travel comparison 
sites for pre-planning, which can be taken into 
account when promoting and branding. In 
addition, mobile applications and travel agency 
websites are less preferred, and research should be 
conducted to understand the reasons for this and 
find solutions. Therefore, customized marketing 
communications are needed to suit various target 
groups (Patchimnan, et al., 2022). Digital training 
is needed for travel agents so that they can utilize 
and promote online platforms, and plan and 
design online travel information with the mindset 
of a consumer rather than a provider. In addition, 
policies should be developed for a curriculum 
to create a digital travel workforce, especially 
for existing travel agents to develop digital 
competencies. Through this study, it is possible 
to understand which platforms travelers utilize 
according to decision-making processes and 
differences in travel values, and applying these 
findings to practical implications will contribute 
to the leap forward of the travel industry.

There are a number of implications from this 
study. It is necessary to apply the findings to 
practice as there are differences in various travel 
decisions depending on the perceived value of 
cruise travel. In recent years, the emergence of 
digital travelers has led to changes in various 
decision-making methods, and it is necessary to 
identify the characteristics of the medium and 
establish marketing strategies that can lead to the 
final stage of decision-making, which is purchase. 
The method of obtaining travel information for 
advance trip planning has also become more 
digital, and it is necessary to lay the foundation 
for online purchases rather than the traditional 
off line approach. In addition, there are many 
different platforms on which to find information 
about cruise travel, and it is important to segment 
and understand which groups prefer which 
platforms. It is also important to build such a 
system by identifying the needs of buyers, as they 
are increasingly willing to make final purchases 
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online rather than through analog methods such as 
travel agencies. In addition, there is an increasing 
desire to share experiences after a cruise, and it 
is necessary to identify which platforms are used 
so that sustainable sales can be achieved through 
follow-up marketing.

In particular, those who recognize the value 
of cruise travel have a high preference for digital 
platforms, so it is necessary to utilize various 
platforms. In addition, the mid-value group has 
different platform preferences at each stage, so a 
more customized marketing strategy is needed to 
attract the mid-value group as effective customers.

This study is different from previous studies 
(Del Chiappa et al., 2018; Fan et al., 2015) that 
have focused on market segmentation based 
on demographic characteristics. In the case of 
recent digital cruise travelers, we found that 
behavior varies according to values rather than 
demographics. Therefore, it is recommended that 
customers use the platform differently depending 
on the values they value. In particular, Cluster 3, 
which recognizes epistemic value highly and the 
other two values moderately, is younger than the 
other groups, with an age range of 20s and 30s. 
This suggests that cruise travel is still new to this 

age group, and it is necessary to emphasize the 
novelty of cruise travel to attract younger people.

However, there are some limitations to this 
study. Since the study was conducted on potential 
buyers planning a cruise, it was difficult to identify 
clear behavioral patterns. In future studies, it 
is necessary to understand the actual decision-
making processes of actual cruise travelers and 
which platforms are used to book, purchase, and 
share reviews. Another limitation of this study is 
the lack of relevant research, so we highlighted a 
few studies that have addressed digital travelers in 
the cruise field. Furthermore, further segmentation 
of online platforms could be used to analyze 
consumer patterns, as this study focused on the 
most popular platforms. Future studies should 
explore a wider range of online purchasing outlets 
that are actually used by digital travelers. Finally, 
the study could be further segmented to compare 
the characteristics of each age group, and the 
differences in demographics could be analyzed 
to provide a basis for more targeted marketing 
strategies. As the number of digital travelers 
increases, the need for easy-to-use platforms that 
reflect the needs of these consumers will continue 
to grow and require more detailed research.
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ABSTRACT

Purpose – This study investigates the influence of the shipping market and cycles on the performance of 
shipping companies. The turmoil caused by COVID-19 significantly impacted the logistics market. In such 
a volatile context, conventional wisdom does not always apply, especially for regions neglected in analyses. 
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changes occurred before data could confirm them. Furthermore, economic indicators and the Shanghai 
Containerized Freight Index impacted the performance of shipping companies that contradicted conventional 
wisdom. 
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I. Introduction
 
COVID-19 significantly impacted the world 

economy and business management, including 
the shipping market. During COVID-19, the 
Shanghai Containerized Freight Index (SCFI), 
a representative shipping index, soared nearly 
tenfold before plummeting and returning to pre-
COVID levels. This rapid increase in freight 
rates assisted in the operational improvement 
of shipping logistics companies and influenced 
their relationships with shippers. However, as we 
entered the COVID-19 pandemic, the shipping 
index plummeted; whether it will operate under 
the same principles as before has been a major 
interest and research subject in the shipping 
market (Kim & Ha, 2021; Stephens et al., 2022; 
Yun & Cho, 2022).

The shipping index, which is general ly 
influenced by demand and supply in the shipping 
market, was disrupted by the external factor 
of COVID-19. During COVID-19, logist ics 
companies’ inf luence in the international trade 
and logistics market increased and widened to 
highly profitable sectors. These changes in the 
shipping market had a short-term positive impact 
on most logistics companies.

Ty pical ly,  a r ise in the sh ipping index 
positively impacts logistics companies. However, 
it remains uncertain whether the surge in profits of 
major logistics companies and changes in logistics 
operations have also positively impacted logistics 
companies that operate primarily from ports that 
are not high-revenue main ports. Major routes and 
the regional hubs connecting major routes in the 
shipping market are crucial. In situations where it 
is difficult to predict whether the shipping market 
cycle will move as it did previously, it is crucial 
to research aspects that have not been extensively 
studied. 

Hence, this study analyzes the impact of 
COVID-19 on the performance of logist ics 
companies, focusing on Slovenia’s Port of Koper, 
a regional hub in Eastern Europe, with enough 
data available for empirical analysis. 

Although the Port of Koper is not a major port 

like Shanghai or Hamburg, it is considered an 
optimal subject for analysis, having its research 
value as a major hub in Eastern Europe. In 
addition, as Asian companies’ FDI in Europe is 
expected to increase due to the reorganization of 
the global supply chain, this is the optimal target 
for this study.

For the empirical analysis, we chose the 
SCFI, a shipping index, and economic indicators 
that could impact the management of shipping 
companies as independent variables. Additionally, 
we selected the container ship lead time from 
Shanghai to Koper, and the financial performance 
of logistics companies with the Port of Koper as a 
primary port of call, as dependent variables. 

Based on these variables, this study analyzes 
the impact of major European countries’ economic 
indicators and the shipping index on logistics 
companies’ performance through a three-stage 
panel analysis. This research is differentiated 
from studies centered on freight rates during 
COVID-19 (Jeon, 2021; Munim & Schramm, 
2021) or main por ts (Baird & Baird, 2006; 
Nguyen & Woo, 2022) and has significance in that 
it serves as a starting point for analyzing drastic 
freight rate increases due to external factors. 

II. Literature Review

1. Utilization and Importance of the 
Port of Koper

Located in the Northern Adriatic, the Port of 
Koper has developed alongside the nearby Port 
of Venice as a trade port. Despite having a much 
lower container throughput of 1,017,788 TEUs in 
2022 compared to China’s Jinzhou Port, a world 
top 100 container port with 1,830,000 TEUs 
in 2021, the Port of Koper holds a significance 
that exceeds any other port. Following the EU 
accession of Eastern European countries (Czech, 
Hungary, Slovakia, Slovenia) in May 2004, these 
nations have become production hubs for global 
corporations. Consequently, the ports of Slovenia’s 
Koper, Italy’s Trieste, and Croatia’s Rijeka have 
emerged as new regional bases (Momirski, 2020; 
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Ryoo, 2011; Twrdy et al., 2012). 
In particular, the Port of Koper has continually 

increased its investment, setting a long-term 
target to reach 1,000,000 TEUs by 2020 and 
2,000,000 TEUs by 2030. These investments have 
enhanced the connectivity between land and sea, 

Fig. 1. Changes in Major Port Volume in the Northern Adriatic Sea

Source: Port of Koper (2022). 

coinciding with its unique geographical advantages 
and the growth of its hinterland cities. This led to 
repeated rapid growth and increased throughput 
from 153,347 TEUs in 2004 to 1,017,788 TEUs in 
2022 (Port of Koper, 2022).

Although it fel l shor t of its target with 
945,051 TEUs in 2020, analysts believe it could 
have exceeded the target if not for COVID-19. 
Furthermore, recent supply chain competition due 
to the US-China trade war and efforts for supply 
chain diversification due to COVID-19 could 
present new opportunities for the Port of Koper. 

2. Characteristics of the Shipping 
Market and the Impact of COVID-19

The SCFI, which soared to $7,797/TEU (SCFI 
Europe) in 2022, fell to $763/TEU (SCFI Europe) 
in the fourth week of June 2023, indicating a 
temporary recovery of logistics costs and the 
shipping cycle to pre-COVID levels. Essentially, 
shipping costs are determined by shipping supply 
(shipping space) and demand (cargo volume), as 

explained by Stopford’s (2008) shipping market 
cycle. Stopford (2008) explained that a cycle 
is formed as the decline in freight rates and 
the profitability of shipping companies lead to 
increases and decreases in ships. However, with 
the increasing influence of external factors such 
as the bankruptcy of Hanjin Shipping, changes 
in shipping alliances, and economic recession, 
corporate management and performance have 
inevitably been affected, leading to additional 
studies from new perspectives. 

Notably, Kang et al. (2014) and Ha and Woo 
(2023) claimed that the rise and fall of economic 
indicators affect the increase and decrease in 
freight rates, incorporating the COVID-19 situation 
into Stopford’s (2008) shipping market cycle. The 
combined shipping market cycle resulting from 
these studies is as follows. 
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However, the shipping market near coasts 
and local hubs did not follow the trend proposed 
by prior studies during COVID-19. This was 
primarily due to the initial surge in freight costs 
caused by the imbalance in demand and supply at 
local ports where data collection was insufficient 
after the pandemic. The subsequent revelation of 
this outcome through data occurred only after a 
time lag. As shipping demand and supply became 
imbalanced, increases in economic indicators 
and f reight costs no longer guaranteed the 
performance of logistics companies based on local 
hubs (Ha, 2022). 

Indeed, logistics companies mainly serving 
local hub ports observed falling profit margins 
despite rising freight costs and a noticeable 
increase in lead times. This increase in lead 
times, a characteristic of a shipping recession, 
arises when the number of vessels in existing 
routes is reduced to save fuel costs and develop 
profitable routes. Furthermore, it is challenging to 
directly link the rise in the SCFI with the profits 
of shipping companies that base their operations 
on local hub ports. The SCFI is primarily based 

Fig. 2. Shipping Market Cycle

Sources: Reconstructed by the authors referring to Ha and Woo (2023), Kang et al. (2014) and Stopford (2008).

on the main European and US routes.
Researchers have actively tried to overcome 

these limitations to predict f reight costs in 
the COVID-19 era and shed light on complex 
factors. Previous research before the pandemic 
used shipping demand and supply as the main 
variables (Kang et al., 2014; Munim & Schramm, 
2017; Nielsen et al., 2014). However, post-COVID 
research has used alternative indicators such as 
GDP, demand index, PPI, inf lation index, and 
shipping company performance metrics like 
shipping lead time. These studies have made 
it somewhat feasible to analyze the shipping 
market’s external factors (Bae et al., 2021; Ha 
& Woo, 2023; Jeon, 2021). On the other hand, 
studies that use market indexes like the SCFI or 
the China Containerized Freight Index (CCFI) as 
single variables for prediction are also actively 
ongoing (Jeon et al., 2021; Munim, 2022; Munim 
& Schramm, 2021). Recently, new research 
perspectives have been associating the shipping 
index with inf lation for forecasting (Carrière-
Swallow et al., 2023; Michail et al., 2022).



III. Data and Research Model

1. Hypothesis Formulation and Data 
Collection

This study formulates hypotheses about 
the post-COVID Asia-Koper route. Numerous 
studies on this topic have discussed changes 
in the post-COVID shipping index and market 
cycle. However, most of these analyses have 
focused on main routes such as the US and 
Europe, where the shipping index and shipping 
company performance have remained relatively 
stable. As the shipping index increased, many 
shipping companies exper ienced improved 
financial performance and lead times were either 
maintained or improved. However, for shipping 
companies operating local and coastal routes, a 
period was observed where the rise in the shipping 
index did not lead to financial gains. In some 
cases, companies faced management difficulties. 

Table 1. Literature Review

Author Variables Method

Nielsen et al. (2014) SCFI OLS Regression

Kang et al. (2014) Oil Price, Vessel Price, Supply and Demand Panel Analysis

Jeon et al. (2020) CCFI ARIMA, SARIMA

Jeon (2021) SCFI, Supply and Demand, On-time Delivery System Dynamics

Lee (2021) Shipping Freight, Supply and Demand, Oil Price OLS Regression

Bae et al. (2021) BDI, Supply and Demand, Production Index Deep Learning

Munim and Schramm (2021) CCFI ARIMA

Munim (2022) CCFI SARIMA, TBATS

Michail et al.(2022) Shipping Freight, Inflation Index VECM

Carrière-Swallow et al. (2023) Import Price, PPI, Inflation Index Panel Analysis

Ha and Woo (2023) GDP, PPI, Demand Index, Invest Index Panel Analysis

This study assumes that the shipping market cycle 
impacts a company’s financial performance and 
formulated the following hypotheses: 

H1: There were changes in the shipping market 
cycle after COVID-19.

H2: The influencing factors of shipping costs 
on shipping companies changed after 
COVID-19. 

We selected seven independent variables by 
referring to previous research on the post-COVID 
shipping market. The seven independent variables 
included economic indicators like GDP, demand 
index, and PPI, which are often mentioned in many 
studies, and the SCFI, which represents the freight 
rate. To evaluate the performance of the shipping 
companies, we selected lead time and financial 
results as dependent variables. 
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The independent variables consist of economic 
indicators for the 28 quarters before and after 
COVID-19 (from Q2 2016 to Q1 2023) of the 
eight main countries (Germany, the Netherlands, 
Belgium, the UK, France, Spain, Italy, and the 
rest of the EU) constituting the SCFI, the most 
reputable shipping index. 

Table 2. Model Fit Analysis

Variable Source

Independent
Variable

GDP GDP

OECD Statistics

Labour Productivity LPT

Invest Forecasting IFC

Demand Forecasting DFC

PPI PPI

Trade In Goods TIG

SCFI SCF Shanghai Shipping Exchange

Dependent Variable
Shipping Lead Time Survey

Shipping Company Turnover Survey

𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝐿𝑒𝑎𝑑 𝑇𝑖𝑚𝑒𝑖𝑡  
= 𝛽0 + 𝛽1 𝐺𝐷𝑃 + 𝛽2 𝐿𝑃𝑇 + 𝛽3 𝐼𝐹𝐶 + 𝛽4 𝐷𝐹𝐶 +𝛽5 𝑃𝑃𝐼 +𝛽6 𝑇𝐼𝐺 +𝛽7 𝑆𝐶𝐹 + 𝜇𝑖𝑡

𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝐶𝑜𝑚𝑝𝑎𝑛𝑦 𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟𝑖𝑡
= 𝛽0 + 𝛽1 𝐺𝐷𝑃 + 𝛽2 𝐿𝑃𝑇 + 𝛽3 𝐼𝐹𝐶 + 𝛽4 𝐷𝐹𝐶 +𝛽5 𝑃𝑃𝐼 +𝛽6 𝑇𝐼𝐺 +𝛽7 𝑆𝐶𝐹 + 𝜇𝑖𝑡

2. Research Model

This study performed a three-stage panel analysis 
to investigate the impact of economic indicators and 
the shipping index on the performance of shipping 
companies after COVID-19. 

The first analysis is a basic panel analysis 
conducted with data from 2016 to 2023 with the 
following formula: 

(1)

(2)

Second, to examine changes in the factors 
inf luencing performance af ter COVID-19, 
we created a COVID-19 dummy variable and 

analyzed changes in the influencing factors before 
and after COVID-19. The analysis period was Q2 
2016 to Q3 2019 vs. Q4 2019 to Q1 2023. 



𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝐿𝑒𝑎𝑑 𝑇𝑖𝑚𝑒𝑖𝑡
= 𝛽0 + 𝛽1𝐶𝑂𝑉𝐼𝐷 +  𝛽2 𝐺𝐷𝑃 + 𝛽3 𝐿𝑃𝑇 + 𝛽4 𝐼𝐹𝐶 + 𝛽5 𝐷𝐹𝐶 +𝛽6 𝑃𝑃𝐼 +𝛽7 𝑇𝐼𝐺 +𝛽8 𝑆𝐶𝐹 + 𝜇𝑖𝑡

𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝐶𝑜𝑚𝑝𝑎𝑛𝑦 𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟𝑖𝑡
= 𝛽0 + 𝛽1𝐶𝑂𝑉𝐼𝐷 +  𝛽2 𝐺𝐷𝑃 + 𝛽3 𝐿𝑃𝑇 + 𝛽4 𝐼𝐹𝐶 + 𝛽5 𝐷𝐹𝐶 +𝛽6 𝑃𝑃𝐼 +𝛽7 𝑇𝐼𝐺 +𝛽8 𝑆𝐶𝐹 + 𝜇𝑖𝑡

𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝐿𝑒𝑎𝑑 𝑇𝑖𝑚𝑒𝑖𝑡 
= 𝛽0 + 𝛽1𝐶𝑂𝑉𝐼𝐷 +  𝛽2 𝐺𝐷𝑃 + 𝛽3 𝐿𝑃𝑇 + 𝛽4 𝐼𝐹𝐶
+ 𝛽5 𝐷𝐹𝐶 +𝛽6 𝑃𝑃𝐼 +𝛽7 𝑇𝐼𝐺 +𝛽8 𝑆𝐶𝐹 +𝛽9 𝐶𝑂𝑉𝐼𝐷 ∗ 𝑆𝐶𝐹 + 𝜇𝑖𝑡

𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝐶𝑜𝑚𝑝𝑎𝑛𝑦 𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟𝑖𝑡
= 𝛽0 + 𝛽1𝐶𝑂𝑉𝐼𝐷 +  𝛽2 𝐺𝐷𝑃 + 𝛽3 𝐿𝑃𝑇 + 𝛽4 𝐼𝐹𝐶
+ 𝛽5 𝐷𝐹𝐶 +𝛽6 𝑃𝑃𝐼 +𝛽7 𝑇𝐼𝐺 +𝛽8 𝑆𝐶𝐹 +𝛽9 𝐶𝑂𝑉𝐼𝐷 ∗ 𝑆𝐶𝐹 + 𝜇𝑖𝑡

(3)

(4)

Finally, a panel interaction term was created 
and analyzed to examine the impact of the SCFI 
on shipping performance after COVID-19. In 

this analysis, the SCFI is the interaction term, and 
other variables serve as control variables. 

(5)

(6)

IV. Empirical Analysis

1. Model selection and Descriptive 
Statistics

This study used panel data constructed on a 
country-quarter basis. Since this data has both 
cross-sectional and time-series characteristics, the 
assumptions about error terms in panel regression 
analysis could be violated. Therefore, we used a 
fixed-effects model of the error-component model 
that can control for heterogeneity in the error 
term, reducing statistical errors by sequentially 
performing the F-test, Breusch and Pagan’s 
Lagrangian Multiplier (LM) test, the Likelihood-
ratio test, and the Hausman test.

Table 3 shows the results of the F-test , 
LM test, and Hausman test verif ication for 
Model 1 and Model 2. In Model 1, where the 

dependent variable is the shipping lead time, 
the F-value was 9.51, with a significant p-value 
at the 1% significance level. In Model 2, where 
the dependent variable is the shipping company 
turnover, the F-value was 1.40, and the p-value 
was 0.000. These results reject the null hypothesis 
at the 1% significance level for both Model 1 and 
Model 2, implying that the fixed-effects model is 
more efficient than the pooled OLS.

According to Breusch and Pagan’s LM test 
results, Model 1 and Model 2 had p-values of 
1.000, indicating that the null hypothesis was 
accepted. This signifies that the pooled OLS is 
more efficient than the random-effects model. 
Subsequently, the Hausman test was conducted 
to compare the efficiency between the fixed and 
random-effects models. According to the results 
in Model 1, where the dependent variable is lead 
time, chi2 was 147.12, and a significant p-value 
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was observed at the 1% significance level. In 
Model 2, where the dependent variable is the 
shipping company turnover, chi2 was 9.30, and 

the p-value was 0.000. This means that both 
Model 1 and Model 2 have more efficient fixed-
effects than the random-effects.

Table 3. Model Fit Analysis

<F Test> <LM Test> <Hausman Test>

Model1 Model2 Model1 Model2 Model1 Model2

F-Value 9.51 1.40

Chi2Bar 0.000 0.000

Chi2 147.12 9.30

P-value 0.000 0.000 1.000 1.000 0.000 0.000

Model FE FE Pooled Pooled FE FE

Model FE FE

This study used panel data from Q2 2016 to 
Q1 2023. Each quarter includes data for the eight 
countries, making up balanced panel data. The 

total sample size is 224 country-years. Table 4 
shows the descriptive statistics.

Table 4. Descriptive Statistics

Variable N Mean Std.Dev Min Median Max

GDP 224 4.124444 10.20141 -42.6 3.6 66.9

LPT 224 1.001597 0.025871 0.812 1.002 1.063

IFC 224 2.415197 15.5361 -58.3 1.5 154.9

DFC 224 2.304508 15.62037 -64.2 1.8 160.5

PPI 224 107.701 10.33842 92.9 104.4 157

TIG 224 0.480634 6.123427 -29.1 0 35.4

SCF 224 7.113445 0.7507395 6.035916 6.844815 8.937875

Shipping Lead Time 224 27.66667 3.264361 26 26 38

Shipping Company 
Turnover 224 9.593629 0.1973295 8.928243 9.62192 9.921278



2. Panel Analysis

2.1. First Stage of Panel Analysis

The f irst stage of panel analysis involves 
evaluating the data from 2016 to 2023. In the 
results of this analysis, principles of the shipping 
market cycle based on demand and supply, as 
proposed by Kang et al. (2014) and Stopford 
(2008) were observed through GDP, investment 
forecasting, and PPI. GDP had a signif icant 
positive impact on shipping company turnover at a 
significance level of 10%. Investment forecasting 
had a significant negative impact of 0.021 on 
shipping lead time and a significant positive 
impact of 0.002 on shipping company turnover at 
a significance level of 5%. Moreover, PPI had a 
significant positive impact on shipping company 
turnover at a 1% significance level. 

Stopford (2008) claimed that an increase in 

cash flow leads to an excess supply of vessels due 
to investments by shipping companies, which 
in turn depresses the spot market. Therefore, 
increased investment results in a temporary 
decrease in shipping lead time due to increased 
vessel supply. This aligns with the logic that an 
increase in major countries’ GDP and productivity 
(PPI) could increase freight volume, thereby 
contributing to shipping company turnover. These 
results allow for an analysis of the general aspects 
of the traditional shipping market cycle. However, 
they are insufficient for considering the exceptional 
circumstances presented by COVID-19. It was 
particularly challenging to f ind correlations 
between economic indicators and shipping index 
and business performance, the subject of this 
research. Therefore, in the second stage of the 
analysis, we create a COVID-19 dummy variable 
to examine changes in the relationships between 
variables before and after the pandemic. 

Table 5. Empirical Analysis

Variable Shipping Lead Time Shipping Company Turnover

GDP GDP 0.035**
(1.860)**

0.004***
(2.355)***

Labour Productivity LPT 3.185**
(0.882)**

2.940***
(3.421)***

Invest Forecasting IFC -0.021**
(-2.103)**

0.002***
(2.635)***

Demand Forecasting DFC 0.007**
(0.909)**

-0.000***
(-0.498)***

PPI PPI 0.214**
(20.303)**

0.006***
(5.856)***

Trade In Goods TIG -0.029**
(-1.373)**

-0.002***
(-0.955)***

SCFI SCF 1.364**
(10.533)**

-0.023***
(-3.748)***

N 224** 224***

R-sq 0.842** 0.285 ***

Note: ***p<0.01, **p<0.05, *p<0.1.
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2.2. Second Stage of Panel Analysis

In the second stage of panel analysis, we 
compared the performance of the 14 quarters 
before (Q2 2016 to Q3 2019) and after (Q4 2019 
to Q1 2023) the pandemic. The analysis revealed 
that traditional cycle correlations could be found 
in PPI with investment forecasting and shipping 
company turnover as dependent variables, though 
their inf luence was weaker. However, different 
results were observed in PPI with demand 
forecasting and shipping lead time as dependent 
variables. Demand forecasting had a significant 
negative impact of 0.001 on shipping company 
turnover at a 10% significance level. On the other 
hand, PPI had a significant positive impact of 

0.207 on shipping lead time at a 5% significance 
level. Demand forecasting and PPI refer to 
production or shipping volume. In other words, 
although the shipping volume increased, the 
shipping company’s profitability decreased or lead 
time increased, which means that the shipping 
company’s performance deteriorated.

The results for SCFI showed a strong opposite 
trend from the traditional shipping market cycle. 
SCFI had a significant positive impact of 1.274 
on shipping lead time and a significant negative 
impact of 0.084 on shipping company turnover, 
both at a 1% significance level. This suggests the 
emergence of a paradox with an increase in delay 
and deterioration in profits despite an upswing in 
the spot market. 

Table 6. Empirical Analysis

Variable Shipping Lead Time Shipping Company Turnover

COVID Dummy CVD 1.148***
(3.337)***

-0.308***
(-5.977)***

GDP GDP 0.023***
(0.928)***

0.001***
(0.655)***

Labour Productivity LPT 1.958***
(0.382)***

1.650***
(1.833)***

Invest Forecasting IFC -0.022***
(-1.835)***

-0.000***
(-0.249)***

Demand Forecasting DFC 0.007***
(0.413)***

-0.001***
(-2.106)***

PPI PPI 0.207***
(15.720)***

0.012***
(5.599)***

Trade In Goods TIG -0.009***
(-0.339)***

0.004***
(1.783)***

SCFI SCF 1.274***
(7.408)***

-0.084***
(-6.890)***

N 224*** 224***

R-sq 0.884*** 0.507 ***

Note: ***p<0.01, **p<0.05, *p<0.1.



2.3. Third Stage of Panel Analysis

In the shipping market cycle, the shipping 
index is one of the most impor tant factors 
inf luencing a shipping company’s operations. 
Therefore, in the third stage of panel analysis, 
an interaction term was generated between the 
independent variable, SCFI, and the COVID-19 
dummy variable to assess the impact of SCFI 

on a shipping company’s performance during the 
pandemic. The analysis revealed that SCFI had 
the same impact as in the second stage of panel 
analysis. Under the COVID-19 pandemic, SCFI 
had a signif icant positive impact of 1.665 on 
shipping lead time at a 10% significance level and 
a significant negative impact of 0.193 on shipping 
company turnover at a 1% significance level. 

Table 7. Empirical Analysis

Variable Shipping Lead Time Shipping Company Turnover

COVID Dummy CVD -10.053***
(-1.528)***

0.989***
(6.304)***

SCFI SCF -0.341***
(-0.354)***

0.271***
(13.424)***

COVID Dummy * SCFI CDS 1.665***
(1.705)***

-0.193***
(-9.165)***

GDP GDP 0.018***
(0.758)***

0.001***
(0.875)***

Labour Productivity LPT 1.577***
(0.309)***

0.031***
(0.974)***

Invest Forecasting IFC -0.022***
(-1.879)***

-0.000***
(-0.153)***

Demand Forecasting DFC 0.010***
(0.559)***

-0.002***
(-2.399)***

PPI PPI
0.208***

(15.853)***
0.012***

(5.586)***

Trade In Goods TIG -0.006***
(-0.211)***

0.004***
(1.591)***

N 224*** 224***

R-sq 0.886*** 0.513 ***

Note: ***p<0.01, **p<0.05, *p<0.1.
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V. Conclusions

1. Summary of the Results

This study effectively analyzes key regional 
hubs in the disintegrating and increasingly 
chaotic shipping market cycle. However, this 
analysis was difficult to conduct using traditional 
research approaches. The findings of this study 
are signif icant as they advance the primary 
areas of study on the shipping market cycle. 
Understanding these results creates the potential 
for new perspectives in analyzing the shipping 
market cycle. The conclusions of this study are as 
follows. 

First, the shipping market cycle experienced 
signif icant changes due to the COVID-19 
pandemic, with notable shifts in the Asia-Koper 
route. Usually, when the shipping index rises, the 
vessel supply increases, reducing the shipping 
lead t ime and boosting the prof itability of 
shipping companies. However, the performance 
in the Asia-Koper route following the pandemic 
showed a trend opposite to traditional theory. This 
can be attributed to several factors, including 
decreased cargo volume due to COVID-19, delays 
caused by port congestion or closures, departures 
of joint venture partners, and strategies like slow 
steaming or blank sailing for economic navigation 
(Ben, 2009; Woo, 2014; Ha, 2022). 

Second, changes in shipping costs also 
affected the performance of shipping companies. 
Por t  conges t ion  a nd closu re s  due  t o  t he 
pandemic temporarily reduced vessel supply 
and caused transportation delays. This worsened 
the prof itability of shipping companies and 
exacerbated the t ranspor tat ion situation in 
unprof itable routes, as vessel supply had to 
be redirected from them to profitable routes. 
Notable responses from shipping companies to 
improve profitability under these circumstances 
included slow steaming and blank sailing, which 
in turn further reduced vessel supply and caused 
additional t ranspor tation delays, creating a 
vicious cycle.

However, it would be unreasonable to determine, 

based on this analysis, that the SCFI fluctuations 
during the pandemic are inversely proportional to 
the profitability of shipping companies. Generally, 
the SCFI is proportional to a shipping company’s 
prof itability. The analysis also showed that 
these two indicators moved in proportion over a 
long period, and the sharp decrease in shipping 
company profitability immediately after the 
COVID-19 outbreak led to such results.

2. Implications and Limitations
 
This study argues that understanding the 

fundamental principles of the shipping market 
cycle and the less visible aspects is crucial. 
It takes several quarters for data within the 
shipping market cycle to emerge. The study is 
significant because it emphasizes the importance 
of researching these unseen areas and offers 
topics for subsequent studies. It also suggests 
the reasons for the deterioration of shipping 
company performance, such as port congestion, 
slow steaming, and blank sailing. Each of these 
causes could serve as a potential research topic. 
Finally, Eastern Europe is a region that many 
Asian companies are considering to be an FDI 
hub, given the rapid changes and restructuring 
of global supply chains. The analysis of Eastern 
Europe’s shipping market in this study can provide 
policy implications for companies considering 
European FDI.  Thus ,  th is  s t udy prov ides 
academic and practical implications by offering a 
new understanding of business management and 
opportunities for extending long-term research 
topics. 

The limitations of this study are as follows. 
Additional analysis is required regarding shipping 
company turnover. Historically, the economy, 
shipping index, and shipping company turnover 
have demonstrated a moderate and prolonged 
proportional relationship. However, there were 
short periods of drastic f luctuations in both the 
shipping index and shipping company turnover. 
During these periods, despite the rise in the SCFI, 
certain sectors exhibited significant negative 
impacts on profitability. Shipping companies 



naturally faced challenges in some regions due to 
operational difficulties, city lockdowns, and port 
congestion, even during the rise in the shipping 
index. However, based on this, it is unreasonable 
to claim that the SCFI and profitability were 
inversely proportional. Therefore, additional 

research is required on the financial status and 
profit structure of individual shipping companies 
during COVID-19. This is expected to constitute 
another meaningful study in shipping market 
research. 
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ABSTRACT

Purpose – The paradigm of digital transactions is gradually changing as the elderly surfers are attracting 
attention as a new consumption group, but there is a lack of research on the relationship between digital 
transformation awareness, digital economic activity, and the mediating effect of e-commerce usage level 
among the elderly in Korea. The purpose of this study is to predict the change in the digital paradigm of the 
Middle-Aged and elderly in Korea, and to consider what efforts should be made by individuals, companies, and 
governments in the digital age. 
Design/Methodology/Approach – A total of 2,300 questionnaire data from 547 individuals in their 50s, 957 
in their 60s, and 796 in their 70s and above were collected from September to December of 2020 and analyzed 
using SPSS 29.0, and a mediation effect analysis was conducted using Process Macro Model 4 to test the 
mediating effect of e-commerce usage level.
Findings – First, it was analyzed that digital transformation awareness, social capital, and digital self-
efficacy all have a positive effect on e-commerce usage level and life satisfaction. Second, social capital has no 
significant effect on digital economic activities. Third, e-commerce usage level plays a mediating role when 
digital transformation awareness and social capital affect life satisfaction.
Research Implications – The practical implications of this study are that digital transformation awareness, 
social capital, and digital self-efficacy can be further enhanced by increasing the level of e-commerce use by 
the elderly in real life, which will increase their digital economic activity and life satisfaction. 
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Ⅰ. Introduction

Due to envi ronmental  changes such as 
COVID-19 and the digital t ransit ion, there 
has been an increase in O2O sales through 
e - c om me r c e .  C on s e q ue n t ly,  t he  Kor e a n 
government has stated that it should expand 
e-commerce export support policies, primarily 
for small and medium-sized enterprises (Choi, 
2022; Kim & Choi, 2021). Additionally, industries 
related to digital technology are rapidly growing 
recently (Han, 2021). However, it has been 
noticed that the digital divide for the elderly, 
a marginalized group, is leading to digital 
inequality due to individual digital information 
gaps. This is because the information gap is 
not just a matter of convenience but can lead 
to economic and social inequality. This is why 
it is constantly pointed out that measures to 
resolve the information gap are necessary are 
rapidly progressing. In particular, the damage 
caused by the information gap is becoming more 
pronounced as the transition to a non-face-to-face, 
digital society is accelerating after COVID-19. 
Currently, Japan, Germany, Italy, South Korea, 
Spain, and Poland are among countries with 
severe aging in the world, and in Germany, the 
purchasing power of seniors is steadily increasing 
due to stable old-age pensions, and smart seniors 
proficient in operating IT devices are attracting 
attention as an important consumer group that can 
easily purchase expensive products based on their 
relatively strong economic power, and make good 
use of online marketplaces such as Amazon, Real, 
and Conrad (KOTRA, 2021). 

Although the elderly are generally considered 
to be digitally vulnerable, even among the same 
group, there are differences in income and 
digital attitudes, more and more elderly are using 
online shopping malls such as Amazon, and the 
number of users of direct overseas purchases is 
increasing. Therefore, the paradigm of digital 
trade transactions is changing as silver surfers 
are emerging as a new buying group in countries 
with rapidly aging populations. In particular, as 
the level of e-commerce usage increases globally, 

countries that are about to enter, or are already in 
the process of aging, are analyzing the barriers 
to e-commerce usage by the elderly, as well as 
their motivations and behavioral characteristics. 
Spain is a country with an aging population that 
is more substantial than Korea, and the Spanish 
government is currently taking measures to cope 
with advanced old age, such as implementing 
health measures for the elderly, establishing the 
National Agency for the Elderly as an independent 
department within the government ministry for 
support, and proposing a welfare corporation for 
the vulnerable. According to a study on the use 
of e-commerce by the elderly in Spain, 11 types 
of user characteristics were observed in a survey 
of 405 elderly people between the ages of 60 
and 70 that use e-commerce to shop, and it was 
analyzed that elderly people well-versed in digital 
technology are more likely to purchase online, 
but have low trust in product quality due to the 
nature of online transactions where they cannot 
see, touch, and buy products in person. Elderly 
not well versed in digital technology have low 
levels of e-commerce use due to various barriers 
(Mónica et al., 2022).

Meanwhile, Malaysia, which has recently 
begun to age, is expected to become an aging 
society in 2022, and the use of e-commerce by 
the elderly is expected to gradually increase, so 
the Malaysian government is making efforts to 
increase the ICT capabilities of the elderly by 
developing an e-commerce platform customized 
for the elderly. In par t icular, focus g roup 
interviews were conducted to identify factors that 
should be prioritized when using e-commerce for 
the elderly. It was found that online cybersecurity 
awareness training should be conducted first 
(Tan et al., 2021). Despite this paradigm shift in 
the level of e-commerce platform usage among 
the elderly, there is a lack of research on the 
mediating role of e-commerce usage on digital 
competencies, such as digital transformation 
awareness, social capital, and digital self-efficacy 
in inf luencing digital economic activity and 
life satisfaction among the Korean elderly. The 
purpose of this study is to analyze the relationship 
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between the digital characteristics and digital 
performance of elderly Koreans to predict 
changes in the digital paradigm, and to consider 
the efforts to be made by individuals, companies, 
and governments in the digital age.

Ⅱ. Literature Review

1. Digital Transformation Awareness, 
Social Capital, Digital Self-Efficacy, 
and E-Commerce Usage Level

Similarly, population aging is a global trend, 
and is the inevitable result of a demographic 
t ransit ion to longevity and small families. 
Consensus is being formed that a system for a 
smart elderly care industry must be established 
(Huang & Hong, 2022). The recent development of 
the Fourth Industrial Revolution has accelerated 
digital transformation and raised expectations for 
growth through digital technologies. However, it 
is necessary to recognize that the application of 
new technologies is a change factor that triggers 
both new opportunities and crises in society. 
These innovations can also have serious side 
effects, such as enhancing existing risks in our 
society, or creating new ones. Examples include 
poor information security, data monopolization, 
lack of government legislation, lack of social 
consensus on digital technologies, and digital 
inequality for vulnerable populations. This is 
why individuals, businesses, and governments 
need to weigh the benefits and risks of digital 
technologies. The subjective perception of the 
riskiness of a given situation is generally defined 
as the psychology of feeling more at risk when 
an event feels uncontrollable, or its cause is 
unknown (Kim, 1994). As such, how individuals, 
businesses, and governments perceive digital 
transformation will be important. Meanwhile, 
social capital refers to a set of social assets, such 
as shared institutions, norms, networks, and trust, 
that enable people to cooperate, with social trust at 
the core of social capital. Specifically, it includes 
family members and professionals, such as having 

someone to feel comfortable talking to about 
intimate, personal matters, and having someone 
who can help solve different problems (Van 
Deursen et al., 2014). Self-efficacy can be defined 
as a person’s level of confidence and attitude 
when faced with new skills on digital devices. 
When analyzing how digital social capital and 
digital self-efficacy affect the level of e-commerce 
utilization, it was found that the digital social 
capital of the young, middle-aged, and elderly did 
not significantly affect the level of e-commerce 
utilization, while the digital self-efficacy of young, 
middle-aged, and elderly people significantly 
affected the level of e-commerce utilization 
(Kwon, 2022). In addition, the higher the digital 
self-efficacy, the higher the level of e-commerce 
utilization. However, among social capital, family 
has no significant effect on e-commerce utilization 
(Ko, 2021). Although previous studies have 
shown that higher digital self-efficacy positively 
affects the level of e-commerce utilization, there 
are differences in social capital by class, and 
there is still a lack of research on the relationship 
between digital transformation awareness and 
e-commerce utilization. On the other hand, the 
higher the level of e-commerce usage across all 
ages in Korea, the better the digital economic 
activity and life satisfaction. In general, the more 
people that use e-commerce, the more they will 
search for information that helps increase income 
and acquire knowledge. In addition, it is believed 
that this result is due to the fact that marketing 
activities necessary for employment, job change, 
and start-up are possible through the Internet 
(Kwon, 2023). Therefore, this study synthesized 
the previous literature review to understand 
how digital transformation awareness, social 
capital, and digital self-efficacy affect the level of 
e-commerce use among the elderly, and set the 
following research hypotheses to find how the 
level of e-commerce use among the elderly affects 
digital economic activities and life satisfaction.

H1a: Middle-aged & elderly perceptions of 
digital transition will have a positive (+) 
influence on the E-Commerce Usage Level.



H1b: Middle-aged & elderly social capital 
will have a positive (+) influence on the 
E-Commerce Usage Level.

H1c: Middle-aged & elderly digital self-
efficacy will have a positive (+) influence 
on the E-Commerce Usage Level.

H2a: Middle-aged & elderly levels of 
e-commerce usage will have a positive 
(+) influence on digital economic 
activities.

H2b: Middle-aged & elderly levels of 
e-commerce usage will have a positive 
(+) influence on life satisfaction.

2. Mediating Effects of Digital 
Competence on Digital Economic 
Activity, Life Satisfaction, and 
E-Commerce Usage Levels

Upon understanding the impact of COVID-19 
on the global economy, it has been analyzed 
that the income of the service industry has 
generally decreased, and the GDP of all countries 
has contracted (Yoon & Ko, 2022). Korea has 
realized the importance of digital transformation 
awareness through the COVID-19 pandemic. 
Through digital technology, the process of 
col lec t i ng and ana lyz i ng i n for mat ion on 
confirmed cases has been automated, and the 
medical treatment system has been digitized by 
applying AI technology to improve efficiency. If 
individuals are unable to utilize digital technology, 
they will not only be inconvenienced in their 
daily lives but may also be put at a disadvantage. 
As the pace of digital transformation accelerates, 
there is a need to be more vigilant and risk-
aware. Risk perception can be categor ized 
into social, psychological, and physical risks, 
as well as risks from epidemics and natural 
disasters (Peter & Tarpey, 1975), and efforts 
should be made to improve digital capabilities 
so that none are excluded and all can benefit. In 
addition, the quality of digital literacy should be 
improved, including critical thinking skills to 

search for reliable information, communication 
skills to communicate respectfully online, and 
civil society skills to volunteer and engage 
in digital economy activities. A recent study 
analyzed how digital social capital and digital 
literacy affect digital economic activity among 
South Koreans, and it was found that digital 
social capital had no significant effect on digital 
economic activity, but higher digital literacy had 
a positive effect on digital economic activity. It 
can be interpreted that higher attitudes toward 
adapting to new digital technologies and products 
have a signif icant impact on entrepreneurial 
activities as well as increased income through 
the Internet. The higher the digital social 
capital and usage attitudes, the better the life 
satisfaction. Therefore, it is necessary for the 
government to expand education on how to use 
digital devices, individuals be willing to actively 
learn digital technologies, and for companies to 
improve technical skills on personal information 
security (Kwon, 2023). A study of all ages in 
South Korea also found that a higher level of 
digital social capital positively affected life 
satisfaction (Jun, 2020). As the digital economy 
is being integrated into everyday life, shopping, 
education, health, employment, and start-ups 
are being linked to digital economic activities, 
and digital transformation is gaining attention 
as an important factor affecting life satisfaction. 
As the digital transformation will continue to 
accelerate in the future, companies need to invest 
in solutions and adapt organizational culture, and 
individuals need to increase digital social capital, 
digital self-efficacy, and change perceptions of 
digital transformation. Therefore, it is believed 
that the level of digital economic activity and life 
satisfaction will increase when the government, 
companies, and individuals work together. In 
addition, recent studies on e-commerce-related 
mediating effects have observed the relationship 
between perceived consumer value or r isk 
perception in the relationship between service 
quality and price sensitivity to e-commerce 
(Shim & Kim, 2020). In other words, there are 
only studies that have provided meaningful 
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implications for companies by identifying factors 
that affect the price sensitivity that consumers 
feel when using e-commerce, but there are no 
studies on the mediating role of the level of 
e-commerce usage on the relationship between 
digital transformation awareness, social capital, 
digital self-efficacy, and digital economic activity 
and life sat isfact ion. Therefore, this study 
synthesized previous literature to identify how 
digital transformation awareness, social capital, 
and digital self-efficacy affect digital economic 
activity and life satisfaction among the elderly. 
Additionally, how to identify the mediating role 
of e-commerce usage level in the relationship 
between digital transformation awareness, social 
capital, and digital self-eff icacy and digital 
economic activity and life satisfaction among the 
elderly was examined, and the following research 
hypotheses were set.

H3a: Middle-aged & elderly perceptions of the 
digital transition will have a positive (+) 
influence on digital economic activities. 

H3b: Middle -aged & elderly social capital 
will have a positive (+) influence on 
digital economic activities.

H3c: Middle -aged & elderly digital self-
efficacy will have a positive (+) influence 
on digital economic activities.

H4a: Middle -aged & elderly’s perception of 
digital transition will have a positive (+) 
influence on life satisfaction.

H4b: Middle -aged & elderly social capital 
will have a positive (+) influence on life 
satisfaction.

H4c: Middle -aged & elderly digital self-
efficacy will have a positive (+) influence 
on life satisfaction.

H5a: The level of e-commerce usage will 
mediate the influence of elderly 
perceptions of the digital transition on 
digital economic activities.

H5b: The level of e-commerce usage will 
mediate the influence of elderly social 

capital on digital economic activities.
H5c: The level of e-commerce usage will 

mediate the influence of elderly digital 
self-efficacy on digital economic 
activities.

H6a: The level of e-commerce usage will 
mediate the influence of middle-aged 
& elderly perceptions of the digital 
transition on life satisfaction.

H6b: The level of e-commerce usage will 
mediate the influence of middle-aged & 
elderly social capital on life satisfaction.

H6c: The level of e-commerce usage will 
mediate the influence of middle-aged 
& elderly digital self-efficacy on life 
satisfaction. 

Ⅲ. Methodology

1. Research Model

For this study, digital transformation awareness, 
social capital, and digital self-efficacy were set 
as independent variables, and digital economic 
activity and life satisfaction were set as dependent 
variables. In addition, the level of e-commerce 
usage was set as a parameter to analyze the related 
literature, and the following research model was 
set, as shown in Fig. 1.

2. Operational Definition

First , the independent var iables, d igital 
transformation awareness with five questions, 
social capital with f ive questions, and digital 
self-efficacy with four questions, were defined 
operationally to test the research model. Second, 
the dependent variable, digital economic activity, 
consists of four questions, and life satisfaction 
had fou r quest ions.  Th i rd ,  the pa rameter, 
e-commerce usage level, consisted of three 
questions. Specifically, digital transformation 
awareness consisted of the perception of whether 
digital technology has become more important 
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Fig. 1. Research Model

in life, the worry that lack of digital skills will 
make daily life difficult in the future, the degree 
of awareness of the digital transformation, and 
the impact of the digital transformation on life. 
Social capital consisted of whether or not people 
can help solve my problems, whether or not I 
have people I can ask for advice, whether or not 
I feel comfortable talking to them about personal 
matters, and whether or not I have people I can 
entrust with important tasks. Digital self-efficacy 
was measured as confidence in learning and using 
digital devices, the ability to quickly figure out 
how to use new digital devices, and the intention 
to use digital devices. Digital economic activities 
consisted of whether or not the respondent has 
ever used the Internet to find a job or change 
jobs, whether or not the respondent has ever used 
the Internet to perform marketing activities to 
help start a business, search for information to 
help increase income, or make direct purchases 
abroad. Life sat isfact ion was composed of 
satisfaction with current life, happiness, and so 
on, and e-commerce usage level was composed 
of shopping, booking, and reservations on Naver 

Shopping, Coupang, and Auction, as well as 
internet banking, securities trading, transfer, 
remittance, and various life information services 
to identify the level of usage of e-commerce 
services or financial transaction services. 

3. Data Collection and Analysis Method

This study was conducted by the Korea 
Agency for the Advancement of Intelligence 
and Information Society and by Kantar Korea 
to understand the extent to which Koreans are 
br idging the digital information gap. From 
September to December of 2020, a total of 2,300 
survey data from 547 individuals in their 50s, 
957 in their 60s, and 796 in their 70s and older 
were collected and analyzed via SPSS 29.0 . 
In addition, to verify the mediating effect of 
e-commerce usage level on digital transformation 
awareness, social capital, and digital self-efficacy 
on digital economic activity and life satisfaction, 
the analysis was conducted using SPSS’s Process 
Macro Model 4. 
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Ⅳ. Research Results

1. Demographic Characteristics

 Among the demographic characteristics of the 
study sample, gender showed a response rate with 
1,072 males (46.6%) and 1,228 females (53.4%). 

Table 1. Demographic Characteristics

Division Item Frequency(n) Proportion(%)

Gender
Male 1,080 49.1

Female 1,120 50.9

Age

Fifties 547 23.8

Sixties 957 41.6

Over seventy 796 34.6

Education Level

Elementary graduate and below 321 14.0

 Middle school graduate 474 20.6

High school graduate 1,183 51.5

College graduate or higher 321 14.0

Occupation

Agriculture/fisheries 71 3.1

Service/sales jobs 548 23.8

Production-related jobs 402 17.5

Professional management/office jobs 157 6.8

Housewife 755 32.8

Unemployed/others 366 15.9

In terms of age, 547 respondents were in their 
50s (23.8%), 957 respondents were in their 60s 
(41.6%), and 796 respondents were in their 70s or 
older (34.6%). 1,183 respondents were high school 
graduates (51.5%), and the detailed demographic 
characteristics are shown in Table 1.

2. Research Model Test

 An exploratory factor analysis was conducted 
to test the research model designed in this 
study, and as a result, the validity of digital 
transformation awareness, social capital, digital 
self-efficacy, e-commerce usage level, digital 
economic activity, and life satisfaction were all 

secured. Reliability was analyzed at .854 for digital 
transformation awareness, .963 for social capital, 
.992 for digital self-efficacy, .840 for e-commerce 
usage level, .791 for digital economic activity, and 
.949 for life satisfaction, all of which are above the 
acceptable standard values, and the detailed results 
are shown in Table 2.

J. Glob. Bus. Trade Vol. 19 No. 5 (October 2023), 125-140 131



Table 2. Factor  and Reliability Analysis

Factor
Item Cronbach’s

ɑ
Accumulated 

(%)1 2 3 4 5 6

Digital 
Transformation 
Awareness

.673 .068 .072 .098 .136 .088

.854 12.773

.499 .047 .488 .127 -.061 .095

.549 .026 .226 .125 .011 -.012

.600 .098 .347 .029 .084 .196

.749 -.007 -.018 -.015 .036 -.041

Social Capital

.077 .686 .098 .139 .032 .029

.963 25.240

.035 .683 .020 .074 .155 .042

-.036 .677 .015 .064 .058 .048

.038 .714 .066 .144 -.005 .028

.007 .679 .112 .100 -.016 .066

Digital
Self-Efficacy

.096 .167 .836 .121 .130 .008

.922 36.412
.092 .216 .793 .105 .173 .113

.068 .195 .823 .043 .075 .106

.088 .132 .700 .138 .173 .062

E-Commerce
Usage Level

-.068 .066 .037 .802 .078 .130

.840 46.187.274 .028 .069 .724 .067 .050

.194 .249 .100 .797 .087 .005

Digital Economic 
Activity

.098 .070 .012 .045 .884 .066

.791 54.007
.068 .070 .023 .026 .906 .073

.072 .021 .045 .110 .885 .022

.088 .042 .042 .123 .867 .028

Life Satisfaction

.036 .199 .095 -.038 .053 .765

.949 61.782
.037 .167 .105 .008 .118 .723

.051 .092 .127 .126 .044 .696

.033 .083 .186 .123 .063 .681

KMO and Bartlett test 
of sphericity test

KMO .875

Chi-square 20510.150

df(p) 325

Significance Probability .000
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Table 3. Correlation Analysis Results

Division Average Standard 
Deviation

Digital 
Transformation 

Awareness

Social
Capital

Digital Self-
Efficacy

E-Commerce 
Usage Level

Digital 
Economic 
Activity

Life 
Satisfaction

Digital 
Transformation 
Awareness

14.88 3.43 1

Social Capital 14.46 2.49 .205** 1

Digital Self-
Efficacy 8.71 2.83 .474** .271** 1

E-Commerce 
Usage Level 7.18 2.47 .259** .198** .425** 1

Digital Economic 
Activity 5.30 2.43 .160** .089** .221** .275** 1

Life Satisfaction 12.67 2.57 .280** .339** .203** .203** .139** 1

Note: **The correlation coefficient is significant at the 0.01 level (two-tailed).

3. Correlation Analysis

Pearson correlation analysis was conducted to 
analyze the interrelatedness of the variables. As a 
result, it was confirmed that there is a significant 
correlation between the independent variables 
of digital t ransformation awareness, social 

capital, and digital self-efficacy, and a significant 
cor relat ion between digital t ransformat ion 
awareness, social capital, and digital self-efficacy 
and e-commerce usage level, digital economic 
activity, and life satisfaction, and the detailed 
analysis results as follows in Table 3.

4. Hypothesis Verification Results

As a result of analyzing how digital transfor-
mation awareness, social capital, and digital self-
efficacy affect the level of e-commerce usage 
among the elderly, it was analyzed that digital 
transformation awareness, social capital, and 
digital self-efficacy have a positive (+) effect on 
the level of e-commerce usage, and Hypothesis 

1-1, Hypothesis 1-2, and Hypothesis 1-3 were 
adopted.

After analyzing the influence of e-commerce 
usage level on the digital economic activity and 
life satisfaction of the elderly, it was analyzed 
that e-commerce usage level has a positive (+) 
inf luence on digital economic activity and life 
satisfaction, so Hypothesis 2-1 and Hypothesis 2-2 
were accepted.
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After analyzing how digital transformation 
awareness, social capital, and digital self-
efficacy affect the digital economic activities of 
the elderly, Hypothesis 3-1 and Hypothesis 3-3 
were adopted because it was analyzed that digital 

Table 4.  Digital Transformation Awareness, Social Capital, Digital Self-Efficacy, and E-Commerce Usage 
level

Model

Standardized 
Regression 
Coefficient

Standardized 
Coefficients

t p

95.0% confidence 
interval for B Collinearity Statistic

B SE β Supremum Infimum tolerance VIF

(constant) 1.462 0.379 3.859 0.000 0.719 2.205

A 0.075 0.018 0.094 4.213 0.000 0.040 0.110 0.827 1.209

B 0.103 0.022 0.096 4.576 0.000 0.059 0.147 0.937 1.067

C 0.334 0.021 0.364 16.103 0.000 0.293 0.375 0.804 1.244

A: Digital Transformation Awareness, B: Social Capital, C: Digital Self-Efficacy

-subordination variable: E-Commerce Usage Level(D)

Table 5. E-Commerce Usage Level and Digital Economic Activity and Life Satisfaction

Model

Standardized Regression 
Coefficient

Standardized 
Coefficients

t p

95.0% confidence 
interval for B

Collinearity
Statistic

B SE β Supremum Infimum tolerance VIF

(Constant) 3.359 0.162 20.699 0.000 3.041 3.678

A 0.271 0.021 0.275 12.661 0.000 0.229 0.313 1.000 1.000

A: E-Commerce Usage Level, subordination variable: Digital Economic Activity(E)

(Constant) 11.345 0.171 66.294 0.000 11.009 11.681

B 0.206 0.023 0.203 9.144 0.000 0.162 0.250 1.000 1.000

A: E-Commerce Usage Level, subordination variable: Life Satisfaction(F)

transformation awareness and digital self-efficacy 
had a positive (+) effect on digital economic 
activities. Hypothesis 3-2 was rejected because 
the social capital of the elderly did not have a 
positive (+) effect on digital economic activities.
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Table 6. Digital Transformation Awareness, Social Capital, Digital Self-Efficacy, and Digital Economic 
Activity

Model

Standardized
Regression Coefficient

Standardized 
Coefficients

t p

95.0% confidence 
interval for B

Collinearity
Statistic

B SE β Supremum Infimum tolerance VIF

(constant) 2.337 0.404 5.782 0.000 1.545 3.130

A 0.064 0.019 0.081 3.355 0.001 0.026 0.101 0.827 1.209

B 0.034 0.024 0.032 1.418 0.156 -0.013 0.081 0.937 1.067

C 0.163 0.022 0.180 7.351 0.000 0.119 0.206 0.804 1.244

A: Digital Transformation Awareness, B: Social Capital, C: Digital Self-Efficacy

-subordination variable: Digital Economic Activity(E)

After analyzing how digital transformation 
awareness, social capital, and digital self-efficacy 
affect life satisfaction among the elderly, it was 
analyzed that digital transformation awareness, 

social capital, and digital self-efficacy have a 
positive effect on life satisfaction, so Hypothesis 
4-1, Hypothesis 4-2, and Hypothesis 4-3 were 
accepted.

Table 7. Digital Transformation Awareness, Social Capital, Digital Self-Efficacy, and Life Satisfaction 

Model

Standardized 
Regression Coefficient

Standardized 
Coefficients

t p

95.0% confidence
interval for B

Collinearity
Statistic

B SE β Supremum Infimum tolerance VIF

(constant) 5.727 0.316 18.121 0.000 5.107 6.347

A 0.065 0.016 0.086 4.137 0.000 0.034 0.095 0.769 1.300

B 0.246 0.020 0.238 12.468 0.000 0.207 0.285 0.919 1.088

C 0.278 0.019 0.307 14.472 0.000 0.240 0.316 0.744 1.344

A: Digital Transformation Awareness, B: Social Capital, C: Digital Self-Efficacy

-subordination variable: Life Satisfaction(F)
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Bootstrapping was conducted to verify the 
statistical significance of the mediating role of 
e-commerce usage level on digital transformation 
awareness, social capital, and digital self-efficacy 
in influencing digital economic activities. First, 
we identified the mediating effect of e-commerce 
usage level on the d ig it a l  t ransfor mat ion 
awareness on digital economic activities, the 
number of resampled samples was 5,000, and 
the mediation coefficient was .0509. As shown 
in Table 8, the lower and upper limits of the 
confidence interval of the mediation coefficient 
were .0402 and .0624, respectively, and the 
mediation effect was analyzed as statistically 
significant because the interval did not contain 

zero. Second, the mediation effect of e-commerce 
usage level on social capital’s impact on digital 
economic activities was found to be .0562. The 
lower and upper limits of the confidence interval 
of the mediation coefficient were .0422 and .0719, 
respectively, and the mediation effect was found 
to be statistically significant because the interval 
does not contain zero. Third, the mediation effect 
of e-commerce usage level on digital self-efficacy 
was found to be .0849. The lower and upper 
limits of the confidence interval of the mediation 
coefficient were .0672 and .1040, respectively, 
and the mediation effect was analyzed to be 
statistically significant because the interval did 
not contain zero.

Table 8. Mediation Effect of E-Commerce Usage Level I

Route Effect se(Boot) t p LLCI(Boot) ULCI(Boot) Effects

A1 → E1 .1258 .0175 7.18 .0000 .0915 .1601 T/E

A1 → E1 .0749 .0176 4.25 .0000 .0404 .1093 D/E

A1→ D1→ E1 .0509 .0057 - - .0402 .0624 I/E

B1 → E1 .0939 .0238 3.94 .0001 .0472 .1405 T/E

B1 → E1 .0377 .0234 1.61 .0173 -.0082 .0836 D/E

B1→D1 → E1 .0562 .0076 - - .0422 .0719 I/E

C1 → E1 .1996 .0199 10.02 .0000 .1606 .2387 T/E

C1 → E1 .1147 .0215 5.32 .0000 .0725 .1570 D/E

C1→D1 → E1 .0849 .0094 - - .0672 .1040 I/E

Bootstrapping was conducted to verify the 
statistical signif icance of the mediating role 
of e-commerce usage level on life satisfaction 
between digital t ransformation awareness, 
social capital, and digital self-efficacy. First, the 
mediating effect of e-commerce usage level on 
the effect of digital transformation awareness on 
life satisfaction was identified, the number of re-
sampled samples was 5,000, and the mediation 

coefficient was .0306. As shown in Table 9, the 
lower and upper limits of the confidence interval 
of the mediation coefficient were .0207 and .0411, 
respectively, and the mediation effect was found 
to be statistically significant because the interval 
did not contain zero. Second, the mediation effect 
of e-commerce usage level on life satisfaction 
of social capital was.0315. The lower and upper 
limits of the confidence interval of the mediation 
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coefficient were .0211 and .0435, respectively, 
and the mediat ion ef fect was analyzed as 
statistically significant because the interval does 
not contain zero. Third, the mediation effect of 
e-commerce usage level on digital self-efficacy 
on life satisfaction was.0136, and the lower and 

Table 9. Mediation Effect of E-Commerce Usage Level II

Route Effect se(Boot) t p LLCI(Boot) ULCI(Boot) Effects

A1 → F1 .2100 .0177 11.83 .0000 .1752 .2447 T/E

A1 → F1 .1794 .0182 9.87 .0000 .1438 .2150 D/E

A1→D1 → F1 .0306 .0053 - - .0207 .0411 I/E

B1 → F1 .3462 .0234 14.77 .0000 .3003 .3922 T/E

B1 → F1 .3147 .0236 13.30 .0000 .2683 .3611 D/E

B1→D1 → F1 .0315 .0058 - - .0211 .0435 I/E

C1 → F1 .3836 .0193 19.90 .0000 .3458 .4214 T/E

C1 → F1 .3701 .0213 17.38 .0000 .3283 .4118 D/E

C1→D1 → F1 .0136 .0088 - - -.0038 .0304 I/E

upper limits of the confidence interval of the 
mediation effect coefficient were -.0038 and .0304, 
respectively, and the mediation effect was found to 
be statistically insignificant because the interval 
does not contain zero. 

V. Conclusion

As the digital t ransformation accelerates 
around the world with the development of the 
Fourth Industrial Revolution, expectations for 
growth through digital technologies are growing. 
However, it is necessary to recognize that the 
application of new technologies is a change factor 
that triggers both new opportunities and crises in 
society. These innovations can also have serious 
side effects, reinforcing existing risks in society 
or creating new ones. For individuals, a digital 
information gap may appear, and for enterprises, 
this could lead to digital innovation or a failure 
in digital transformation (Jung et al., 2022). 
Recently, it has been pointed out that the digital 
information gap is leading to the marginalization 
of the elderly, and it is constantly pointed out 

that measures to close the information gap are 
necessary because the information gap is not just 
a matter of convenience, it can lead to economic 
and social inequality. However, it should be 
noted that in the case of Germany, which has a 
severe aging population, the purchasing power 
of seniors is steadily increasing due to stable 
old-age pensions, and smart seniors proficient 
in operating IT devices are attracting attention 
as an important consumer group that can easily 
purchase expensive products based on relatively 
strong economic power, making good use of 
online marketplaces such as Amazon, Real, and 
Conrad (KOTRA, 2021). Although the paradigm 
of digital trade is gradually changing with the 
emergence of the middle-aged and elderly as a 
new consumer group in digital trade transactions, 
there is a lack of research on the mediating role of 
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e-commerce usage level on digital competencies 
such as digital transformation awareness, social 
capital, and digital self-efficacy in inf luencing 
digital economic activity and the life satisfaction 
of the Korean middle-aged and elderly. This study 
aimed to analyze the relationship between the 
digital characteristics and digital performance 
of the middle-aged and elderly in Korea to 
predict changes in the digital paradigm, and to 
consider the efforts to be made by individuals, 
companies, and governments in the era of digital 
transformation. The main findings of this study 
are as follows. First, it was analyzed that digital 
transformation awareness, social capital, and 
digital self-efficacy had a positive (+) effect on the 
level of e-commerce usage among the middle-
aged & elderly. It can be interpreted that the 
more the middle-aged & elderly perceive the 
digital transformation to be a new opportunity, 
the higher the level of e-commerce use, as 
digital technology is becoming more important 
and the digital t ransformation brings many 
changes to economic activities. In addition, it 
has been shown that seniors that are good at 
using digital technology are more likely to use 
Internet purchases and online shopping, but have 
low trust in product quality due to the nature 
of online transactions where they cannot see, 
touch, and buy products in person. Seniors that 
are not good at using digital technology have low 
levels of e-commerce use due to various barriers 
(Mónica et al., 2022). Governments and local 
governments will need to develop e-commerce 
tailored to the middle-aged & elderly, establish 
various human resource support processes, and 
build the confidence of the elderly in using and 
adapting to digital devices. Second, e-commerce 
usage level, digital transformation awareness, 
and digital self-efficacy had a positive (+) effect 
on digital economic activity, while social capital 
had no significant effect on digital economic 
activity. Malaysia, which has recently begun to 
age, is expected to become an aging society in 
2022, and e-commerce usage among the elderly 
is gradually increasing, Malaysian government 
authorities are making efforts to increase the 

ICT capabilities of the elderly by developing 
e-commerce platforms tailored to them (Tan et 
al., 2021). Therefore, it is necessary to increase 
the level of e-commerce usage among the elderly, 
increase digital transformation awareness and 
digital self-efficacy, and propose that digital 
learning centers be expanded and operated for 
specific elderly groups that are not adapted to 
the digital environment. Further, digital device 
experience zones where the elderly can practice 
own should be operated in areas where the 
elderly are concentrated. In addition, as the types 
of monetary transaction fraud for the elderly, 
who are digitally vulnerable, are diversifying 
and the number of damage cases is increasing, 
specific countermeasures should be taken, such 
as establishing guidelines on the types of digital 
damage cases and countermeasures. Third, the 
level of e-commerce usage, digital transformation 
awareness, social capital, and digital self-efficacy 
were all analyzed to have a positive (+) effect on 
life satisfaction. As the digital economy has been 
integrated into everyday life, shopping, education, 
health, employment, and entrepreneurship have 
been linked to digital economic activities, and 
digital transformation is gaining attention as 
an important factor affecting life satisfaction. 
As the digital transformation will continue to 
accelerate in the future, companies need to invest 
in solutions and adapt organizational culture, and 
individuals need to increase digital social capital, 
digital self-efficacy, and change perceptions of the 
digital transformation. Therefore, it is believed 
that the combined efforts of the government, 
companies, and individuals will increase the level 
of digital economic activity and improve life 
satisfaction. Fourth, we found that the level of 
e-commerce usage plays a mediating role when 
digital transformation awareness, social capital, 
and digital self-efficacy affect digital economic 
activity. Next, the level of e-commerce usage 
was analyzed to mediate the effect of digital 
transformation awareness, social capital, and 
digital self-efficacy on life satisfaction, but the 
level of e-commerce usage was not analyzed to 
mediate the effect of digital self-efficacy on life 
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satisfaction. The practical implication of this 
study is that if we can go beyond the perception 
and understanding of digital transformation 
awareness, social capital, and digital self-efficacy 
and concretize them, as well as increase the level 
of e-commerce use by the elderly in real life, we 
can further increase digital economic activity 
and life satisfaction. However, this study has a 

number of value limitations in that it is an initial 
study on the e-commerce paradigm of the elderly 
in Korea, and only identified the level of awareness 
and capability of digital transformation awareness, 
social capital, and digital self-efficacy. As a follow-
up study, it would be more reliable to conduct a 
comparative study by categorizing the elderly in 
the age groups of the 50s, 60s, 70s, and above.
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ABSTRACT

Purpose – This study investigates the determinants of the switching behavior of new energy vehicles in 
China. With the help of the Theory of Planned Behavior (TPB) and technology acceptance model (TAM), the 
moderating effect of subjective norms is discussed.
Design/Methodology/Approach – We develop and test conceptual models using data collected from 240 
respondents in China. Then, SPSS 25.0, AMOS 21.0, PROCESS v3.3, and SmartPLS 4.0.9.2 were used for 
empirical tests.
Findings – The results show that perceived risk has a significant negative impact on switching intention, while 
perceived value and perceived ease of use have a significant positive impact on switching intention. Switching 
intention has a significant positive impact on user switching behavior. In addition, social identity has a positive 
correlation effect on attitude toward switching. Moreover, subjective norms have a moderating effect on the 
relationship between perceived risk, social identity, perceived value, perceived ease of use, and switching 
intention.
Research Implications – The theoretical significance of this study lies in the technology acceptance model 
(TAM), theory of planned behavior (TPB), and the theory of perceived risk, perceived value, and social 
identity are introduced into the model to expand the model. Its practical significance is to provide feasible 
suggestions for the new energy automobile industry to meet user expectations, playing a guiding and reference 
role for the subsequent rise of renewable energy cars, and promoting the outlawing of fuel-powered autos and 
the sustainable development of renewable energy vehicles.
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Ⅰ. Introduction

In recent years, g reenhouse gas (GHG) 
emissions are to blame for severe worldwide 
changes in the climate, as well as the melting of 
the icecaps, and this is receiving more and more 
attention (Yong et al., 2015). Driven by the urgent 
need to mitigate climate change, reducing carbon 
emissions has become a major environmental 
challenge faced by the global economy (Irfan 
& A h mad ,  2021),  and more i mpor t ant ly, 
t ranspor tat ion alone makes up 25% of the 
world’s total greenhouse gas production (Bonsu, 
2020). Based on this, the European Commission 
(2011) set a target to cut transportation-related 
greenhouse gas emissions by 60% by 2050 (Peters 
& Dütschke, 2014). At the same time, electric 
vehicles may change the various aspects of 
transportation, including cost, maintenance, and 
driving habits. Electric vehicles are also receiving 
higher attention in the economic sector based 
on economic and high-performance advantages 
compared to gasoline vehicles (Crabtree, 2019). 
A “green” vehicle is defined as one kinder to 
the environment than a conventional internal 
combust ion engine powered by pet roleum, 
including HEVs, Plug ln, EVs, and any other 
non-traditional vehicles (Situ, 2009). Therefore, 
new energy vehicles (NEVs) are being gradually 
promoted as an energy-efficient transportation 
innovation, and they are considered a successful 
means of implementing an environmentally 
friendly, low-carbon system of transportation 
(Hohenberger et al., 2016; Holland et al., 2016; 
Luna et al., 2020; Zhou et al., 2013). 

Since 2009, China has been the world’s 
number-one country in terms of vehicle sales 
(Ou et al., 2019), and the global economy, energy 
market, and greenhouse gas production are all 
affected by the growth of the Chinese renewable 
energy vehicle market (Huo et al., 2012). China 
has adopted a variety of laws that encourage the 
development of alternative energy cars since 
2010. The development of vehicles powered by 
alternative energy was identified as a key subject 
for the national future growth plan in 2016, after 

being listed as a strategically important sector in 
2012, and new energy vehicles are a significant 
sector identified in China’s Industry 2025 agenda 
(Li et al., 2018). Meanwhile, governments have 
also put in place several successful policies to 
encourage the growth of electric automobiles. 
India pursues NEMMP (Nat ional Elect r ic 
Mobility Mission Plan) and FAME (Faster 
Adoption and Manufacture of EVs), which are 
expected to achieve a 100% new energy vehicle 
t ransit ion by 2030. A number of countr ies, 
including France, Norway, and Denmark, have 
put in place financial incentive programs that 
have lowered the price at which electric vehicles 
are purchased (Robison & Nath, 2010). However, 
China is currently experiencing a “hot policy” 
but “cold market” conundrum concerning electric 
automobiles (Li et al., 2016), In China, there 
will be 13.1 million new energy cars by the end 
of 2022, making up just 4.10% of the country’s 
automobiles (Chinese Battery industry, 2023). 
This phenomenon is not unique to the Chinese 
market (Li et al., 2016); in several industrialized 
nations, including the United States, new energy 
vehicles accounted for 7%, 9% in Korea, and in 
Japan, only 2% (Wallstreetcn, 2022). 

The theory of planned behavior and the model 
of technology acceptance have been flourishing 
in different research fields since introduction. 
Davis first proposed the technology acceptance 
model in 1989. Explaining the process of the user 
acceptance of information technology from the 
aspects of Perceived Usefulness, Perceived Ease 
of Use, Attitude, and Behavior Intention (Davis, 
1989), the technology acceptance model holds that 
system use is determined by behavioral intention, 
which is jointly determined by the at t itude 
toward using and perceived usefulness (Davis 
et al., 1989). This theory has gradually become 
the mainstream theoretical model in the field of 
information technology to study user information 
system acceptance. Proposed by Ajzen in 1991, 
planned action theory is the successor to the 
rational action theory, and it includes five main 
factors: attitude, subjective norms, perceived 
behavior control, behavior intention, and behavior. 
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Planned action theory holds that human behavior 
is not voluntary, but controlled, and that human 
behavior is the result of deliberate planning. 
Any factor that may inf luence behavior is the 
expression of behavioral intention that indirectly 
influences behavior (Ajzen, 1991). Based on this, 
the study will make empirical analysis with the 
help of planned behavior theory (TPB) and the 
technology acceptance model (TAM).

The majority of current research focuses 
on how policies affect customer acceptance of 
alternative fuel vehicles, and only a few studies 
have been conducted on customer switching 
behavior to alternative fuel vehicles. Although 
empir ical studies on dr iving the consumer 
acceptance of new energy products have begun 
(Menon et al, 1999; Oliver & Rosen, 2010), a 
comprehensive framework of inf luence factors 
and empirical validation for new energy cars 
and the alternative to fuel vehicles still need to 
be refined (Petschnig et al., 2014). China is the 
fastest-growing country in terms of alternative 

Fig. 1. Research Model

fuel vehicle users (Wu et al., 2018), and in 2022, 
China again became the leader (IEA, 2023). 
This study will examine consumer willingness 
to buy new energy vehicles, using the Chinese 
market as the primary market. Consumers are 
the main recipients of government policies 
(Krupa et al., 2014), and consumers have a major 
role in determining whether or not new energy 
vehicles are widely accepted (Rezvani et al., 
2015). Therefore, studying the determinants of 
switching behavior to new energy vehicles will 
help government departments, car operators, 
manufacturers, and other relevant enterprises and 
departments to formulate relevant policies and 
market operation strategies on the promotion of 
electric cars to accelerate the process of switching 
fuel vehicles to new energy vehicles.

Ⅱ. Literature Review

The research model of this study is as follows.



1. Effect of Perceived Risk on Switching 
Intention

Perceived risk (PR) refers to the perceived 
unpredictable nature of the result when a novel 
technology or service is adopted (Bauer, 1964; 
Nicolaou & McKnight, 2006). Perceived risk 
is st rongly subjective and can inf luence an 
individual’s final decision if such behavior is 
perceived as risky. In Joo and Hwang’s (2021) 
study, perceived risk was subdivided into financial 
risk, privacy risk, time risk, performance , and 
psychological risk. Many researchers currently 
correlate perceived risk with the psychological 
activities of consumers during the purchase 
process (Chen et al., 2023). Choi and Ji (2015) 
suggested that the more r isks perceived by 
individuals , the more they tend to reduce 
purchase intention. Several prior studies have 
shown that consumer personal risk perceptions 
can negatively affect the acceptance of adopting 
novel technologies (Bearth & Siegrist, 2016; 
Jing et al., 2019). PR usually affects decision-
making connected to the change, postponement, 
or purchase orders cancellation by consumers. 
Furthermore, it has a large impact on whether 
or not customers intend to purchase an electric 
car (Kamal et al., 2020). This study is conducted 
on electric cars and consumer perceptions of 
risk in terms of the reliability and performance 
of alternative fuel vehicles (Featherman et al., 
2021). Vafaei-Zadeh et al. (2022) demonstrated 
that perceived risk adversely affected the desire 
to buy new energy vehicles in a study conducted 
for the Malaysian market. It has also been shown 
in studies related to purchase intention for NEVs 
that multiple dimensions of perceived risk have an 
adverse influence on vehicle purchase intention 
(Featherman et al., 2021; Wang et al., 2018). 
Concerns about performance safety, operational 
difficulty, convenience, and some other factors 
will inf luence customer choice of new energy 
vehicles. Thus, the hypothesis is as follows:

H1: Perceived risk has a negative effect on 
switching intention.

2. Effect of Social Identity on Switching 
Intention

Turner et al. (1979) proposed social identity 
theory, in which people define the concept of 
self through their association with social groups 
or organizations. Generally, consumers will be 
attracted to products or brands that incorporate 
the character ist ics of thei r social ident ity 
(Forehand et al., 2002; Smith et al., 1956). Social 
identity theory suggests that individuals prefer 
to align individually with the values and beliefs 
of the group when a particular social identity is 
significant (Fielding et al., 2008). Therefore, the 
degree to which individuals identify with different 
social groups may have an impact on their actions 
(Bagozzi & Dholakia, 2006). Fielding et al. (2008) 
discovered that the subjective norms of those that 
strongly identified with the group were linked 
positively with intention. Based on research 
on electric car adoption, there is a growing 
perception consumers are more likely to adopt 
electric vehicles if doing so positively influences 
their social status (Noppers et al., 2014). The 
hypothesis below embodies this concept.

H2: Social identity positively affects switching 
intention.

3. Effect of Perceived Value on 
Switching Intention

Comprehensive consumer evaluat ion of 
product effectiveness is based on weighing 
pros and cons, defined as the perceived value 
(Zeithaml, 1988). After the proposed customer’s 
perceived value, significant research has been 
conducted on the dimensional measurement 
(Sweeney & Sout a r,  20 01).  Pa ra su rama n 
and Grewal (2000) split perceived value into 
functional value, price factor, and service value. 
Sheth et al. (1991) divided perceived value into 
five types: functional value, cognitive value, 
conditional value, affective value, and social 
value. Lee (2021) research validates the central 
role of perceived value. Therefore, perceived 
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value is applied in this paper to investigate the 
impact of perceived value on purchase-switching 
willingness. Purchase intentions are significantly 
inf luenced by perceived value (Xiong & Li, 
2023), and strong perceived value for new energy 
vehicles will act ively promote intention to 
purchase (Chen et al., 2019). Switching behavior 
is also confirmed to be influenced by perceived 
value (Gale & Wood, 1994), while Frank et al. 
(2012) indicated that repurchase intention is 
influenced by perceived value. Consumers may 
be more resistant to adopting new technologies 
when they find the new technology’s perceived 
value to be low (Kim & Kankanhalli, 2009), 
and conversely, people are more willing to adopt 
innovative technology if the perceived value is 
high (Hsieh, 2015). In an empirical investigation, 
Lin et al. (2021) found a favorable correlation 
among perceived value and switching intention. 
Therefore, the theory below is be established. 

H3: Perceived value will positively affect 
switching intention.

4. Effect of Perceived Ease of Use on 
Switching Intention

The TA M model is  an essent ia l  model 
for assessing consumer acceptance of new 
technologies (Adu-Gyamfi et al., 2022). The TAM 
model proposed by Davis et al. (1989) consists of 
five main factors: attitude, perceived ease of use, 
perceived usefulness, behavioral intention, and 
actual behavior. In the TAM model, perceived ease 
of use is a prerequisite for consumer intention to 
accept new technology (Venkatesh & Davis, 2000). 
Perceived ease of use refers to the degree to which 
consumers perceive a new technology to be simple 
and uncomplicated (Wang & Dong, 2016). Tran and 
Kim (2022) used perceived factors (perceived ease 
of use, perceived usefulness) as the basic theory 
to build a comprehensive research framework. 
TAM modeling has been extensively used to 
study consumer intentions to use electric vehicles. 
Buckley et al. (2018) suggested that perceived 
ease of use may have an impact on consumer 

intention to adopt new technologies, but in a study 
by Jing et al. (2021), it was proposed that there was 
no correlation between perceived ease of use and 
the intention of use electric vehicles. Ngoc et al. 
(2023) confirmed that perceived ease of use affected 
the intention to use an electric cargo vehicle. If 
consumers recognize the ease of use of new energy 
vehicles, then they may increase intention to use. 
This led to the following hypotheses.

H4: Perceived ease of use has a positive effect 
on switching intention.

5. Effect of Attitude toward Switching-
on-Switching Intention

At t i t ude  i s  a  favor able  or  u n favor able 
assessment of an individual in response to a 
behavior (Jiang et al., 2019). Switching attitudes 
and intentions can significantly affect each other 
(Ajzen et al., 2019). Armitage and Conner (2001) 
believed that the key prerequisite for the formation 
of behavioral intention was attitude. An association 
between views about adopting a certain technology 
and the desire to use it has been shown in earlier 
studies (Liu et al., 2018; Park and Ohm, 2014). 
The connection among attitudes and intentions 
has been studied by numerous researchers, and 
it has been demonstrated that attitudes have a 
favorable impact on intentions (Palau-Saumell et 
al., 2021; Tong & Hwang, 2021). Attitudes have a 
positive impact on the decision-making process 
(Patchimnan et al., 2022). Based on the technology 
acceptance model, a person’s attitude about a 
product or service positively affects whether they 
plan to use it. (Davis, 1989). Adu-Gyamfi et al. 
(2022) suggested that consumer intentions to adopt 
new technologies emerges when they are assessed 
as useful, and a significant positive correlation 
between attitude and intention for using new 
technology has been confirmed. Wang et al. (2018) 
also confirmed that the attitudes toward using 
electric vehicles will positively influence the desire 
to use electric vehicles. A study by Jaiswal et al. 
(2021) pointed out that the adoption of electric 
cars is affected by attitudes in the Indian market. 
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Therefore, the hypothesis below was developed.

H5: Attitude toward switching positively 
affects switching intention.

6. Effect of Perceived Risk on Attitude 
toward Switching

Prior research has shown a substantial inverse 
link between consumer attitudes regarding the 
adoption of cutting-edge technology and perceived 
risk (Bearth & Siegrist. 2016). According to study 
findings by Yin et al. (2022) on variables affecting 
the desire to buy family electric cars, perceived 
risk has an adverse effect on the mindset toward 
turning off potential customers. According 
to Ngoc et al. (2023), perceived r isk has a 
detrimental effect on attitudes, and this finding 
was also supported by earlier research (Jing et al., 
2021; Marriott & Williams, 2018). In this study, 
perceived risk refers to how consumers perceive 
possible hazards associated with adopting new 
energy vehicles. According to prior research, 
consumers may be reluctant to drive new energy 
vehicles if they perceive a greater danger of 
using new energy vehicles. Consequently, the 
hypothesis below was determined.

H6: Perceived risk negatively affects attitude 
toward switching intention.

7. Effect of Social Identity on Attitude 
toward Switching

Self-image congruency theory posits that 
consumers may hold positive attitudes toward a 
new product or technology when they perceive 
the image of this good to be consistent with 
their image (Sirgy, 1982). A primary reason for 
matching product image with self-image is that 
consumers have expectations of expressing when 
identity or social status to others through products 
(Schuitema et al., 2013). Whitmarsh & O’Neill 
(2010) referred to a specific kind of social identity 
as pro-environmental identity, which means the 
social public’s recognition of the pro-environment 

(Cook et al., 2002). Operating costs and emotional 
perceptions are the economic benefits perceived 
by users of new energy vehicles; this means that 
the public believes that using green vehicles with 
alternative fuel is better for the environment 
compared to fuel cars. The adoption of electric 
automobiles improves positive image and social 
prestige due to face-consciousness and pro-
environmental behavior, so social ident ity 
positively impacts the Attitude toward switching 
(Chen et al., 2023; Jing et al., 2021). In addition, 
Bartle and Bellucci (2014) studied the correlation 
between social identity and individual attitudes 
within the context of political parties and partisan 
relations. Therefore, the hypothesis below was 
developed.

H7: Social identity positively affects attitude 
toward switching intention.

8. Effect of Switching Intention on 
Switching Behavior

In recent years, the relationship between 
switching intention and switching behavior has 
received extensive attention and research (Lin 
& Wang, 2017). Behavioral intent is a direct 
determinant of actual behavior (Chen & Chao, 
2011). Recent research has emphasized the 
importance of intention versus actual behavior 
(Wirtz et al., 2014). Intentions have been shown to 
significantly influence actual behavior in a subset 
of prior studies (Davis, 1989; Venkatesh et al., 
2022). Hino (2017) also explained the relationship 
between switching intention and actual switching 
behavior in his study. The Theory of Planned 
Behavior proposed by Ajzen (1991) explains 
the relationship between intentions and actual 
behaviors. Lin and Wang (2017) also proved the 
positive effect of switching intention on actual 
switching behavior, with a significant path in 
the results. Therefore, this study proposes the 
following hypotheses.

H8: Switching intention has a positive effect 
on switching behavior.
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9. Modulated Variables

Subjective norms are defined as social pressure 
to engage in a perceived behavior based on 
normative beliefs or the perceptions of others 
(Ajzen, 2005; Ajzen & Fishbein, 1975). It usually 
refers to “personal perceptions” inf luenced by 
others (Bhattacherjee, 2000). In most cases, 
consumer decisions are inf luenced by group 
opinions and advice, but information based on 
different requirements can be biased (Hasbullah 
et al., 2016). Subjective norms have been shown 
to considerably affect the dependent variable in 
a subset of related studies (Plouffe et al., 2001; 
Igbaria et al., 1997). Cheung et al. (2002) also 
demonstrated that subjective norms have a greater 
influence on the behavioral intentions of women 

to use new technologies. The environmental 
performance and innovativeness of new energy 
vehicles are considered to be in line with the 
values of society, and at the same time, consumers 
will make purchasing decisions based on the 
purchasing advice of family members as well 
as friends, so subjective norms as a moderating 
variable will have a positive impact on willingness 
to purchase (Wang & Dong, 2016). Therefore, 
the following hypothesis was formulated for this 
study.

H9: The Subjective norms have a moderating 
effect on the model.

Based on previous research, the questionnaire 
of this study is composed as below.

Table 1. Questionnaire Composition

Construct Item Related Studies 

Perceived 
Risk

1 I am concerned that the technology of new energy vehicle products 
is immature, and there are still defects or flaws.

Wu et al. (2017)
Bauer (1960) 
Jacoby and Kaplan 
(1972)
Peter et al. (1975) 

2 I am concerned that the performance of the new energy vehicle is 
not consistent with the information from merchants.

3 I am concerned about financial losses due to inadequate facilities, 
such as charging, maintenance, and repair facilities.

4
I am worried that there are potential battery safety problems 
in new energy vehicles, and I did not find them in time when I 
purchased.

5 I am worried that the performance of new energy vehicles will not 
meet my expectations.

Social 
Identify

1 Using new energy vehicles provides me with the perception of 
affiliation.

Chiu et al. (2006) 
Jiang et al. (2022)2 Using new energy vehicles provides me with a sense of intimacy.

3 Being a part of the new energy vehicle family makes me proud.

Subjective 
Norms

1 People important to me think that I should switch to new energy 
vehicles as soon as possible.

Ajzen (2006)
Yoon (2011)
Bobek and Hatfield 
(2003)

2 People expect me to switch to new energy vehicles as soon as 
possible.

3 Most people from whom I value opinions support the switch to 
new energy vehicles as soon as possible.
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Perceived 
Value

1 All things considered, new energy vehicles are a good deal.

Sweeney and Soutar 
(2001)
Cocosila and Trabelsi 
(2016)
Nimako and Ntim 
(2013) 

2 I believe new energy cars are incredibly cost-effective and 
economical.

3 In general, using new energy cars gives me more value for my 
money.

4 I do think that I get more benefits than the value I spent on new 
energy vehicles.

Attitude 
toward 

Switching

1 I think new energy cars are satisfactory.

Nimako and Ntim 
(2013)
Bansal et al. (2005)
Morgan and Dev 
(1994)

2 I am interested in new energy cars.

3 I think new energy cars are very good.

4 In general, I have an optimistic attitude toward new energy 
vehicles.

5 For me, it was a good decision to switch from gasoline vehicles to 
new energy vehicles.

Perceived 
Ease of Use

1 For me, using new energy vehicles is relatively easy.

Davis (1989)
Cakmak et al. (2011)

2 Learning how to use new energy vehicles is easy for me.

3 I will find that new energy vehicles are very easy to use.

4 The operation of new energy vehicles is relatively simple 
compared with fuel vehicles.

Switching 
Intention

1 Do you plan to move to a better new energy car in the upcoming 
year?

Chang et al. (2014) 
Hsieh et al. (2012)
Chang et al. (2017)
Bölen (2020)

2 In the next two years, how probable is it that you’ll move from a 
fuel-powered car to one energy-powered?

3 To satisfy my consumption requirements, I’ll move from fuel-
powered to new-energy automobiles.

4 To satisfy my future transportation needs, I intend to move from 
fuel-powered vehicles to new energy.

5 I plan to primarily use a new energy vehicle soon.

6 I will try to use new energy vehicles as much as possible.

Switching 
Behavior

1 I have recently increased the frequency of use of new energy 
vehicles.

Hsieh et al. (2012) 
Nimako and Winneba 
(2012)

2 I have reduced the use of fuel vehicles and increased the number 
of new energy vehicles.

3 I am already using new energy vehicles.

4 I hope to use new energy vehicles frequently in the future.

5 I will continue to use new energy vehicles in the future.

148 Determinants of Switching Behavior of New Energy Vehicles in China:
Evidence from Subjective Norms



Ⅲ. Empirical Analysis

1. Research Data

The questionnaire was published on the online 
platform Credamo (www.credamo.com) using a 
seven-point Likert scale, and data were collected 
for one week from July 10, 2023. A total of 274 
samples were accepted, 34 invalid samples were 
excluded, and 240 valid samples remained, which 
led to an effective rate of 87.59%.

In this study, a questionnaire survey was 
conducted among Chinese adults over 18 (family 
unit). The results showed that among the 240 
valid samples, males account for 37.1% of total 
respondents, and 62.9% were female. 2.5% of the 

interviewees were aged 18-20, 34.2% were aged 
21-30, 57.1% were aged 31-40, 4.2% were aged 
41-50, and 2.1% were over 51 years old. In terms 
of occupation, 174 respondents (72.5%) were 
company employees, 7.9% were students, 8.3% 
were civil servants, 8.3% held other occupations, 
and 2.9% were self-employed. In addition, based 
on the amount of cars driven by the respondents, 
32.5% said their families owned one fuel vehicle, 
13.3% owned one new energy vehicle, and 1.7% 
owned two fuel vehicles. In addition, households 
with one fuel vehicle and one new energy vehicle 
accounted for 51.2% of the total, while households 
with neither of the above accounted for only 0.8% 
of the total sample size.

Table 2. Demographic Characteristics

Variable Category Frequency (N=240) Ratio (%)

Gender
Male 89 37.10%

Female 151 62.90%

Age

18~20 6 2.50%

21~30 82 34.20%

31~40 137 57.10%

41~50 10 4.20%

over 51 5 2.10%

Occupation

Student 19 7.90%

Civil Servant 20 8.30%

Self-Employed 7 2.90%

Company Employee 174 72.50%

Other 20 8.30%

Assumptions Average 
Annual Gross Revenue

RMB 100,000 and below 22 9.20%

RMB 110,000~200,000 63 26.30%

RMB 210,000~300,000 81 33.80%

RMB 310,000~500,000 57 23.80%

RMB 510,000 and above 17 7.10%
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2. Reliability Test

Reliability is scale reliability or consistency, 
also known as reliability or a consistency test. 
In this study, the internal consistency reliability 
test was conducted using Cronbach’s Alpha 

Highest
Education

High school or below 4 1.70%

3-year college 21 8.80%

4-year college 150 62.50%

Master and above 65 27.10%

Address

First-tier city 63 26.30%

Second-tier city 104 43.30%

Third-tier city 50 20.80%

Fourth-tier city 16 6.70%

Fifth-tier city 7 2.90%

Average
Monthly Mileage

1000 km and below 75 31.30%

1001 km~2000 km 83 34.60%

2001 km~3000 km 57 23.80%

3001 km and above 25 10.40%

Total Number of 
Household Cars

None 1 0.40%

1 fuel car 78 32.50%

1 energy car 32 13.30%

2 fuel car 4 1.70%

1 fuel car, 1 energy car 123 51.20%

2 energy car 0 0.00%

None of the above 2 0.80%

coefficient. SPSS 25.0 was used for testing, and the 
data processing results displayed that the survey’s 
Cronbach’s Alpha coefficient was 0.861. According 
to Nunally and Bernstein (1994) on Cronbach’s 
Alpha coefficient (>0.7), the questionnaire can be 
judged to be highly reliable.
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3. Correlation Coefficient Test

This is shown in the following table. All 
measurement factors were significantly associated 
with switching behavior. Among these, there is 
a substantial negative link among perceived risk 

Table 3. Reliability Statistics

Cronbach’s Alpha Cronbach’s Alpha Based on 
Standardized Items N of Items

0.861 0.891 35

Table 4. Correlation Analysis

M SD PR ID SN PV PEOU ATT SI SB

PR 3.158 1.683 1

ID 5.121 1.363 -.351** 1

SN 5.385 1.251 -.431** .475** 1

PV 5.668 0.968 -.374** .569** .481** 1

PEOU 5.885 0.701 -.310** .412** .344** .499** 1

ATT 5.913 0.714 -.170** .171** .191** .360** .258** 1

SI 5.600 1.171 -.414** .430** .479** .593** .475** .231** 1

SB 5.523 1.325 -.411** .479** .545** .551** .432** .271** .509** 1

Notes 1. The correlation is significant (two-tailed) at the 0.01 level.
2. ***P<0.001; **P<0.01; *P<0.05.

and switching behavior, while there is a substantial 
positive connection between society identify, 
perceived value, perceived ease of use, subjective 
norms, at titude toward switching, switching 
intention, and switching behavior.

4. Validity Analysis

To a large extent, the validity description scale 
can accurately express its expected meaning, 
which is mainly applied to calculate the validity 

of indicators. The sample data in this case have a 
KMO value of 0.916, and the Bartlett sphericity 
test proved statistically significant at the level of 
P=0.000, meaning that the data can be used for 
factor analysis.
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Table 6. Common Factor Variance and Total Variance Explanation

Item Extract
Sum of the Squares of Rotating Loads

Total Percent Variance Accumulation (%)

PR1 0.867

4.575 13.072 13.072

PR2 0.763

PR3 0.835

PR4 0.849

PR5 0.833

ID1 0.836

4.392 12.55 25.621ID2 0.854

ID3 0.831

SN1 0.844

3.734 10.668 36.289SN2 0.788

SN3 0.799

PV1 0.739

3.058 8.736 45.026
PV2 0.762

PV3 0.617

PV4 0.746

The analysis method was used for factor 
extraction, and the outputs pointed out that all factor 
extraction values were higher than 0.5. The factor 
rotation was further carried out by the principal 

component analysis method, and the iteration was 
convergent six times. A total of eight factors with 
eigenvalues higher than 1 were extracted, and the 
cumulative interpretive variance was 73.512%.

Table 5. KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.916

Bartlett’s Test of Sphericity

Approx. Chi-Square 5989.641

df 595.000

Sig. 0.000
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PEOU1 0.647

2.59 7.400 52.426
PEOU2 0.628

PEOU3 0.552

PEOU4 0.513

ATT1 0.649

2.503 7.153 59.578

ATT2 0.526

ATT3 0.588

ATT4 0.556

ATT5 0.672

SI1 0.668

2.44 6.97 66.549

SI2 0.785

SI3 0.765

SI4 0.748

SI5 0.833

SI6 0.822

SB1 0.815

2.437 6.963 73.512

SB2 0.805

SB3 0.805

SB4 0.689

SB5 0.700

A total of eight components were extracted 
from the rotated component matrix, and the 
attribution of factor components is shown in Table 

7. Each item’s factor load was higher than 0.5, 
pointing out that the measure had strong validity 
(Kaiser, 1974).
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Table 7. Component Matrix after Rotation

Item
Item 1 2 3 4 5 6 7 8
SI5 0.85
SI6 0.832
SI2 0.808
SI4 0.774
SI3 0.763
SI1 0.603
PR4 0.886
PR1 0.882
PR5 0.865
PR3 0.853
PR2 0.82
SB1 0.82
SB3 0.815
SB2 0.799
SB5 0.713
SB4 0.649

ATT5 0.792
ATT1 0.788
ATT3 0.725
ATT4 0.719
ATT2 0.688
PV2 0.719
PV1 0.712
PV4 0.704
PV3 0.629
ID2 0.827
ID3 0.813
ID1 0.796

PEOU2 0.724
PEOU1 0.72
PEOU3 0.675
PEOU4 0.614

SN1 0.801
SN3 0.78
SN2 0.771
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To further confirm the reliability of the scale, 
the standard load for each factor, the extracted 
mean-var iance (AVE), the comprehensive 
reliability (CR), and the correlation coefficients 
among all factors were calculated. The CR-value 
of each factor is higher than 0.7, showing that 
the measure has high internal consistency (Chin, 
1998). AVE is the explanatory power of variance 
to calculate potent ial var iables (measured 

variables). The higher the AVE value, the greater 
the reliability and convergence validity of the 
survey, with the ideal AVE value higher than 0.5 
(Fornell & Larcker, 1981). However, the value 
ranges from 0.36 to 0.5, which is an acceptable 
range. Based on this, the AVE value of every single 
factor in this study is more than 0.4, demonstrating 
that this survey’s convergence validity is great 
(Bagozzi & Yi, 1998).

Table 8. Convergent Validity Analysis

Construct Items Estimate AVE CR

Perceived Risk

PR1 0.914

0.7765 0.9455

PR2 0.823

PR3 0.893

PR4 0.900

PR5 0.873

Society Identify

ID1 0.878

0.7571 0.9034ID2 0.884

ID3 0.848

Subjective Norms

SN1 0.875

0.7197 0.885SN2 0.814

SN3 0.855

Perceived Value

PV1 0.801

0.6129 0.8632
PV2 0.803

PV3 0.702

PV4 0.820

Perceived Ease
of Use

PEOU1 0.688

0.4174 0.7407
PEOU2 0.674

PEOU3 0.604

PEOU4 0.614

Attitude Toward 
Switching

ATT1 0.734

0.4739 0.8177

ATT2 0.630

ATT3 0.663

ATT4 0.664

ATT5 0.744
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Switching 
Intention

SI1 0.695

0.6894 0.9298

SI2 0.861

SI3 0.834

SI4 0.814

SI5 0.880

SI6 0.883

Switching Behavior

SB1 0.869

0.6798 0.9136

SB2 0.876

SB3 0.851

SB4 0.748

SB5 0.770

5. Hypothesis Testing and Model Fitting

Model fit is shown in Table 9. RMSEA is least 
affected by sample size (Hu & Bentler, 1995). 
An RMSEA-value among 0.0 and 0.05 means 
a very tight fit, a fit value lower than 0.08 can 

be considered reasonable, and a fit value higher 
than 0.08 can be considered poor (Browne & 
Cudeck, 1993). The RMSEA index value in this 
study is 0.051, which belongs to the reasonable 
fitting range. All model fit indexes were up to the 
standard, and the model fit was good.

Table 9. Model Fit

Fit Index Recommended Value Fit Result

CMIN - 859.268

DF - 532

CMIN/DF <3 1.615

RMSEA <0.08 0.051

GFI >0.80 0.833

AGFI >0.80 0.803

PGFI >0.05 0.704

NFI >0.80 0.864

RFI >0.80 0.848

IFI >0.90 0.943

TLI >0.90 0.936

CFI >0.90 0.943
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The absence of a high correlation between 
each factor of a potential feature is considered 
discriminative validity. In other words, items 
measured at one level should not have high 
loads or overload at other levels (Hair et al., 
2014). It can be demonstrated that the scale’s 
discriminative validity is strong if the square 
roots of the AVE values for all variables are 
higher than the correlation coefficient between 

factors (Fornell & Larcker, 1981). The differential 
validity of this study is displayed in Table 10. A 
substantial connection existed in perceived risk, 
society identify, perceived value, perceived ease of 
use, subjective norms, attitude toward switching, 
switching intention, and switching behavior 
(P<0.01). The diagonal was the square root of the 
AVE-value, whereas other values were correlation 
coefficients.

Table 10. Discriminant Validity Analysis

SB PU SN SI ATT PV ID PR

SB 0.824

PU 0.521*** 0.646

SN 0.601*** 0.416*** 0.848

SI 0.536*** 0.552*** 0.495*** 0.830

ATT 0.304*** 0.335*** 0.223*** 0.26*** 0.688

PV 0.609*** 0.619*** 0.549*** 0.634*** 0.426*** 0.783

ID 0.516*** 0.493*** 0.525*** 0.455*** 0.197** 0.642*** 0.870

PR -0.431*** -0.365*** -0.472*** -0.425*** -0.185** -0.408*** -0.388*** 0.881

Notes: 1. The diagonal is the square root of the AVE value. 
2. ***p<0.001; **p<0.01; *p<0.05.

In this study, AMOS 21.0 and SmartPLS 4.0.9.2 
were adopted to verify the hypotheses. The test 
outputs of this model are displayed below (Table 
11). The test outputs demonstrate that among all 
hypotheses, Hypothesis H2 with a P-value  of 
0.854, H5 with a P-value  of 0.930, and H6 with 
P-value of 0.130 greater than 0.05 reject the null 
hypothesis, while the other hypotheses with 

P-values less than 0.05 are supported. In addition, 
using SmartPLS 4.0.9.2, it was calculated that 
the adjusted R-squared is 0.400. This means that 
the explanatory variance of switching behavior is 
40%, which is high, demonstrating that the model 
can more accurately capture the entire switching 
behavior process of consumers.
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Table 11. Hypothesis Testing

Plan Estimate S.E. C.R. P Result

H1 SI ← PR -0.098 0.036 -2.73 0.006 Supported

H2 SI ← ID 0.011 0.059 0.184 0.854 Not Supported

H3 SI ← PV 0.471 0.113 4.152 0.000 Supported

H4 SI ← PEOU 0.385 0.149 2.575 0.010 Supported

H5 SI ← ATT 0.008 0.086 0.088 0.930 Not Supported

H6 ATT ← PR -0.05 0.033 -1.515 0.130 Not Supported

H7 ATT ← ID 0.096 0.044 2.167 0.030 Supported

H8 SB ← SI 0.738 0.097 7.647 0.000 Supported

Fig. 2. Structural Equation
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6. Moderator Variable Test

Hayes Process Macro-Model 1 was used to 
conduct the adjustment effect test. In this process, 
to determine whether W has an adjustment effect, 
X and W should first be determined to have an 
effect on Y respectively, and then determine 

whether the product of XW has signif icant 
statistical significance on the effect value of Y. 
When the lower and upper limits of the 95% 
confidence interval do not contain 0 in the range, it 
can be considered to have a moderating mediation 
effect (Hayes, 2013). The results are shown in 
Table 12.

Table 12. Variable Moderator Effect (Subjective Norms)

Path β SE T P
95% CI

Result
Lower Upper

H9-1 SI ← PR 0.1629 0.0307 5.3131 0.0000 0.1025 0.2233 Supported

H9-2 SI ← ID -0.1711 0.0265 -6.4679 0.0000 -0.2232 -0.1190 Supported

H9-3 SI ← PV -0.2275 0.0317 -7.1753 0.0000 -0.2899 -0.1650 Supported

H9-4 SI ← PEOU -0.1182 0.0485 -2.4339 0.0157 -0.2138 -0.0225 Supported

H9-5 SI ← ATT -0.0397 0.0578 -0.6872 0.4926 -0.1536 0.0742 Not 
Supported

H9-6 ATT ← PR 0.0161 0.0228 0.7046 0.4817 -0.0288 0.0610 Not 
Supported

H9-7 ATT ← ID 0.0039 0.0202 0.1947 0.8458 -0.0359 0.0437 Not 
Supported

H9-8 SB ← SI -0.0570 0.0336 -1.6940 0.0916 -0.1233 0.0093 Not 
Supported

Notes 1. Bootstrapping = 5000.
2. ***p<0.001, **p<0.01, *p<0.05.

Perceived risk * subjective norm on switching 
intention leads to β=0.1629, P=0.000<0.05, and a 
95% CI (0.1025, 0.2233), which means the product 
of perceived risk and subjective norm has a 
positive correlation with switching intention. The 
result of β=-0.1711, P=0.000<0.05, and a 95% CI 
(-0.2232, -0.1190) from social identity * subjective 
norm on switching intention indicates the product 
of social identity and subjective norm has a 
negative correlation with switching intention. 
Perceived value * subjective norm on conversion 

intention leads to β=-0.2275, P=0.000<0.05, and a 
95% CI (-0.2899, -0.1650), meaning the product of 
perceived value and subjective norm has a negative 
correlation with switching intention. Perceived 
ease of use * subjective norm on switching 
intention produces β=-0.1182, P=0.0157<0.05, 
and a 95% CI (-0.2138, -0.0225), so the product 
of perceived ease of use and subjective norm has 
a negative correlation with switching intention. 
Pathways with moderating effects were visualized 
to confirm the results, as shown in Fig. 3. It can 
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be shown that subjective norms can positively 
regulate the relationship between perceived risk 
and switching intention, and negatively regulate 
the relationship between social identity, perceived 
value, perceived ease of use, and switching 
intention. Therefore, Hypothesis 9 is supported.

I n  a dd i t ion ,  Subjec t ive  nor m s ha d  no 
moderating effect on the relationship between 

Fig. 3. Visualization of Moderating Effect

p e r c e ive d  r i s k  ( P = 0.4 817 > 0.05 ) ,  s o c i a l 
identity (P=0.8458>0.05), and attitude toward 
switching. Meanwhile, there was no moderating 
ef fect  bet ween at t it ude toward switch ing 
(P=0.1536>0.05) and switching intention. Also, 
there was no moderating effect between switching 
intent ion (P= 0.0916>0.05) and switch ing 
behavior.

Ⅳ. Conclusions and Suggestions

This study took Chinese adults over 18 (family 
unit) as the research object to analyze the effects 
of perceived risk, social identity, perceived value, 
perceived ease of use, attitude toward switching, 
and switching intention on switching behavior, 

along with influence of perceived risk and social 
identity on attitude toward switching. According 
to the empirical analysis results, in addition to 
social identification (T=0.184, P=0.854), attitude 
toward switching (T=0.088, P=0.930) on switching 
intention and perceived risk (T= -1.515, P=0.130) on 
attitude toward switching were rejected, different 
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from the research results of Ngoc et al. (2023) 
that perceived risk negatively impacts attitude 
change, this study found that perceived risk does 
not significantly impact attitude change. Perceived 
risk (T=-2.73, P=0.854, P=0.854), P=0.006) 
had a significant negative impact on switching 
intention, and perceived value (T=4.152, P=0.00) 
and perceived ease of use (T=2.575, P=0.010) had a 
significant positive impact on switching intention. 
Switching intention (T=7.647, P=0.00) has a 
significant positive impact on switching behavior; 
in addition, social identity (T=2.167, P=0.030) has a 
positive correlation with attitude toward switching. 
Moreover, subjective norms have a moderating 
effect on the relationship between perceived risk, 
social identity, perceived value, perceived ease of 
use, and switching intention.

The higher the risk users perceive, the lower the 
willingness to convert. As a result, appropriate 
actions must be taken to lower the level of 
perceived danger. In a study on the risk assessment 
of self-serving electrical car service failure, Zhang 
et al. (2022) identified that service breakdowns 
linked to driving security, incident managing, 
and significant property losses correspond to the 
high-risk category. These include the provision 
of defective electric vehicles, lack of safety 
markings, insufficient auto insurance, insufficient 
safety gear, and issues with deposit refunds. In 
particular, the core device of new energy vehicles, 
the battery, has been criticized. Whether it is 
the endless battery explosion news in recent 
years, battery life problems, or high insurance 
premiums, people are discouraged from new 
energy vehicles. Therefore, according to earlier 
research and the findings of this research, the 
relevant government departments, automobile 
enter pr ises, manufacturers and operators, 
and insurance companies should improve the 
technical shortcomings and provide more reliable 
service guarantees for existing problems to reduce 
user losses, so as to enhance user conversion 
willingness by reducing user perceived risk.

High perceived value can effectively increase 
user willingness to switch（Ghazali et al., 2020). 
With the progress and development of society, 

cars have become one of the necessities of daily 
life. COVID-19 led to stagnation or a contraction 
in the GDP of all countries (Yoon & Ko, 2022). 
However, global vehicle sales in 2022 were 67.2 
million units, and compared with 66.7 million 
vehicles in 2021, there was still a slight increase 
(Statista, 2023). With it comes the depletion of oil 
resources, global warming, and rising oil prices, 
which makes the users of oil vehicles miserable. 
Studies have shown that new energy vehicles offer 
more intuitive benefits than fuel vehicles (Egbue 
& Long, 2012). For example, carbon reduction 
and the promotion of sustainable power (Lopes 
et al., 2014) are some of the benefits. Therefore, 
strengthening public awareness is also one of the 
main advantages of new energy vehicles, such 
as expanding environmental protection, energy 
saving, reducing air pollution, reducing costs, 
reducing carbon emissions, promoting renewable 
energy, and other aspects of publicity. In addition, 
new energy vehicle companies, manufacturers, 
and operators can organize related brand fans 
activities through online and offline information 
sharing so that users can intuitively feel the value 
brought by new energy vehicles. Through various 
activities, users are indirectly encouraged to 
exchange and disseminate information to achieve 
the dissemination effect.

Consumer adoption of electric vehicles is 
largely driven by perceived ease of use. This 
is consistent with the findings of Jaiswal et al. 
(2022). As demonstrated by Rose et al. (2006), 
the determinants of perceived ease of use are 
self-efficacy, technical discomfort, perceived 
risk, and personal feeling (Rose et al., 2006). 
This is consistent with the results of this study. 
In particular, the current mileage of new energy 
vehicles cannot meet long-distance needs, and 
is more suitable for urban transportation. The 
frequent charging requirement and long charging 
time during long-distance driving greatly reduce 
the intuitive benefits of new energy vehicles. 
Therefore, car manufactu rers, gover nment 
depar tments, and related enterprises should 
provide better solutions to the current mileage 
problem and improve the shortcomings of existing 
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technologies, Bringing more intuitive self-efficacy 
to users and reducing technical discomfort.

Just as in Chen et al. (2023) and Jing et al. 
(2021), due to awareness and environmental 
behavior,  the use of elect r ic automobi les 
improves positive image and social reputation, 
so social recognition has a favorable inf luence 
on attitude change. This study also obtained the 
same results as Chen et al. (2023) and Jing et al. 
(2021). Therefore, strengthening the user’s social 
awareness and environmental protection behavior 
can improve the user’s conversion attitude. At 
the same time, the management department, 
marketing department, and strategy department of 
automobile enterprises can improve the favorable 
social impression for the automobile enterprises 
and products by donating large-scale international 
activities and actively organizing public activities, 
including but not limited to changing the public’s 
inherent stereotype of automobile enterprises 
and products from the aspects of brand image, 
cor porate image, social image, market ing 
methods, and strategic forms. Strengthening the 
public’s social recognition of new energy vehicles 
will enhance the conversion attitude.

More impor t ant ly,  switch ing intent ion 
significantly positively affects switching behavior, 
which is consistent with Lin and Wang (2017). 
Service failures and extreme outcomes have been 
shown to lead to behavior shifts and customer 
churn (Keaveney, 1995; Bolton et al., 2006). 
Managers should pay attention to actual switching 
behaviors (Wirtz et al., 2014). Based on the 
results of this study, the corresponding marketing 
operation strategies on perceived risk, perceived 
value, perceived ease of use, and society identify 
should be formulated to enhance user conversion 
willingness and complete the transformation from 
intention to behavior.

This study provides evidence for the adjustment 
of subjective norms, showing that subjective 
norms st rengthen the relat ionship between 
perceived risk, social identity, perceived value, 
perceived ease of use, and willingness to switch. 
Therefore, the focus of government departments, 
car operators, manufacturers, and other relevant 

enterprises and departments on subjective norms 
is, through the use of brand spokespeople in 
real social communities and virtual Internet 
channels to obtain social recognition, to create 
an atmosphere of appreciation, and thus enhance 
user intention to switch.

The theoretical significance of this study lies 
in the technology acceptance model (TAM), the 
theory of planned behavior (TPB), and the theory 
of perceived risk, perceived value, and social 
identity introduced into the model to expand it. 
Its practical significance is to provide feasible 
suggestions for the new energy automobile 
industry to meet user expectations, playing a 
guide and reference role for the subsequent rise 
of renewable energy cars, and promoting the 
decline of fuel-powered autos and the sustainable 
development of renewable energy vehicles.

Although this study has produced results, 
there are still limitations that need to be further 
improved and studied in subsequent studies. First, 
the research objects were only Chinese users, and 
the data was only collected in China. Therefore, 
to further validate and enhance the findings of 
the research, it is essential to bring out a global 
survey and comparative study in the future. 
Secondly, from the perspective of the sample 
structure, female users (62.9% of all respondents) 
and employees (72.5% of all respondents) were 
more willing to participate in this study, which 
directly resulted in a higher percentage of women 
and employees in the sample. Therefore, efforts 
should be made to mitigate this problem and 
reduce the imbalance in the proportion of users 
throughout the data collection phase of future 
relevant studies. Finally, the model needs to 
be extended further. According to the existing 
previous research theory, this study proposed 
relevant variable factors to study the conversion 
behavior of car users. However, the variable 
factors proposed in this research model were 
limited. In future research, we can enrich the 
existing model by adding independent variables 
such as initial trust, psychological inertia, and 
social expectancy, and adding moderating factors 
such as gender, age, and purchasing experience.
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ABSTRACT

Purpose – The purpose of this study is to explore and analyze the current status of Korea’s age-friendly 
industry (AFI), which is attracting attention as a solution to various social and economic problems caused by 
aging, and to find policy directions for the future.
Design/Methodology/Approach – In order to understand the current status of the age-friendly industry in 
Korea, this study first investigated and analyzed nine industrial sectors classified by the government. It also 
looked at the current four major policies fostering this industry. Finally, based on the results of analysis, this 
study suggests future policy directions.
Findings – Korea’s age-friendly industry did not fully consider the characteristics and needs of the elderly, 
and neglected many fields other than care services. In addition, it was still difficult for consumers to access this 
industry, and practical experts were not effectly nurtured. 
Research Implications – Based on the results of the analysis, this study identified the problems of the current 
age-friendly industry in Korea. and suggested the following four policy directions: (1) a broader analysis of 
the characteristics and needs of the elderly, (2) the expansion of customized consulting for the diversification 
and quality improvement of age-friendly industrial products, (3) active private participation to increase 
accessibility to consumers and expansion of promotion centered on residential areas in the region, and (4) the 
introduction of a more practical expert training system through non-degree programs.
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Ⅰ. Introduction

One of the major issues in Korean is the aging 
of the population. Korea became an aged society 
as the proportion of the elderly (over 65 years 
of age) reached 14.3% of the total population in 
2018, and it is expected to be a super-aged society 
with over 20% in 2025, reaching 46.7% in 2070 
(Statistics Korea, 2021). The problem of aging is 
not simply caused by a numerical increase in the 
number of the elderly. The bigger problem is the 
speed of aging.1 In the case of Korea, the aging 
of the population is progressing very rapidly, 
so countermeasures against this problem were 
inevitably insufficient. As a result, it is expected 
to face various problems, such as the problem of 
supporting the elderly, a shortage of labor, and 
reduced consumption and savings.

Due to the rapidly aging population, Korean 
society is in a position to solve not only problems 
related to l ife stability in old age but also 
economic problems caused by the decrease in the 
working population. The age-friendly industry 
(AFI) is being proposed as the best measure 
to solve these two problems similtaneously in 
this situation (Kim, 2006). An AFI refers to 
an industry that provides goods or services 
according to the principle of market competition 
for the maintenance and promotion of mental and 
physical health, improvement of convenience, and 
promotion of safety for the elderly (Presidential 
Committee on Ageing Society and Population 
Policy, 2006). The demand for this age-friendly 
indust r ia l  market is  expected to increase 
significantly as the number of elderly with a high 
educational level and financial ability increases. 
Although the elderly are still considered the 
objects of support or beneficiaries, it is expected 
that they will be recognized as contributors to 
revitalize the economy in the future (Cho, 2014). 
In addition, given that aging is a global trend, 
the importance of the AFI market is likely to be 
further strengthened. This is because, as the so-

1. It took Korea 18 years to transition from an aging society to an aged society, compared to 115 years for France, 85 years 
for Sweden, 75 years for the United States, 45 years for the United Kingdom, and 26 years for Japan.

called baby boomers, those born after World 
War II and the largest group in the population 
structure, gradually enter the elderly population, 
the aging-friendly industry will play an important 
role not only in the domestic market but also in 
the overseas export market. As a result, the aging 
population, which has been only regarded as a 
threat, is now being viewed as an opportunity. In 
addition, the AFI is evaluated as a field with very 
high potential for future development.

In South Korea, the age-friendly industry 
has witnessed significant growth, paralleling 
the retirement phase of the baby boomer cohort. 
Data project ions indicated that the market 
capitalization of the AFI tailored to the elderly 
demographic was poised to surge from KRW 
27,381 billion in 2012 to KRW 77,801 billion in 
2020, reflecting a compound annual growth rate 
(CAGR) of 16.61% (Moon, 2019). Recognizing its 
potential, the Korean government has strategically 
earmarked the AFI as a pivotal industry for 
future expansion, subsequently enacting the 
Senior-friendly Industry Promotion Act in the 
mid-2000s to cultivate a conducive ecosystem. 
Notwithstanding these initiatives, substantive 
support, particularly in terms of services and 
training for the AFI, remains conspicuously 
inadequate (Cho, 2016). Compounding these 
challenges is the discernible lack of in-depth 
knowledge indispensable for effective policy-
mak i ng and i ndus t r ia l  aug ment at ion .  As 
underscored by Park (2017), existing research 
on the age-friendly industry is often constrained 
in its analytical breadth and depth. To secure a 
sustained development of future age-friendly 
sectors, there exists a pressing requirement for 
extensive and nuanced academic exploration in 
this sphere. Presently, both the magnitude and 
research methodologies employed in this domain 
are not well delineated. Consequently, this study 
seeks to assess the prevailing landscape of age-
friendly industries in South Korea and delineate 
prospective strategies. 
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Ⅱ. Meaning of Age-Friendly 
Industry

‘Age-f r iendly’ refers to consider ing the 
preferences of the elderly as the top priority. 
This is a concept based on the convenience and 
stability of the elderly that if the elderly experience 
convenience, ever yone does (President ia l 
Advisory Committee on Ageing and Future 
Society, 2005). The term ‘AFI’ has been used 
continuously in related laws and policies since 
the Presidential Advisory Committee on Ageing 
and Future Society, formerly the Presidential 
Committee on Ageing Society and Population 
Policy, decided on the name in 2005. Specifically, 
in Article 2 of Chapter 1 of the Senior-friendly 
Industry Promotion Act, AFI is defined as an 
industry to meet the demand caused by biological 
aging and the deterioration of the social and 
economic capabilit ies of the elderly, and a 
business that researches, develops, manufactures, 
builds, provides, distributes, or sells products 
or services of which the elderly are the main 
consumers (Shim, 2019). The Senior-friendly 
Industry Promotion Act was enacted in December 
2006 and implemented in 2007 as the importance 
of the AFI was recognized (Section 2 of Article 2 
of the same Act). This Act specified major content 
on human resource training, R&D promotion, 
standardization, and human resource training, 
including the AFI development plan (Jeong, 2017).

AFI is attracting attention as an industry with 
high developmental potential in the future. This 
is because the quantitative increase in the elderly 
population can directly lead to an increase in 
demand for the AFI. In particular, as the number 
of elderly consumers with high financial resource 
increases, the demand for health care and other 
various quality-of-life related products and 
services will also increase significantly. In fact, 
the number of national pension recipients, which 
was 24.5% in 2006, has been increasing rapidly 
since 2008, and is expected to increase rapidly 
to 51.5% in 2030 and 68.2% in 2050. In addition, 
the participation rate of the elderly population in 
economic activities is steadily increasing. As a 

result, the number of elderly with high income 
through earned income, pensions, and financial 
assets is increasing, which is gradually emerging 
as a new consumer group.

On the other hand, although they have lived 
longer, the disabled life expectancy of the elderly 
due to disease is also increasing. Moreover, as 
the family ability to support the elderly weakens, 
the number of elderly living alone is increasing. 
Accordingly, it is expected that the demand for 
goods, services, housing facilities, and so on that 
can promote convenience in life, especially for the 
elderly living alone, will greatly increase. 

Ⅲ. Current Status and Prospects 
of the AFI

The Korea Health Industry Development 
Institute (KHIDI) divides AFIs into the following 
nine types: the care industry, which produces 
and operates care services for the elderly; the 
pharmaceutical industry related to geriatric 
diseases; the food indust ry with nut r it ion 
considering the physical characteristics of the 
elderly; the cosmetic industry that satisfies the 
aesthetic needs for youth from various aging 
phenomena; the medical device industry that 
induces pleasant old age and social activities; the 
product industry for the convenience of the elderly; 
the financial industry that maintains a stable flow 
of old-age income; the residential industry that 
renovates existing residential houses to be age-
friendly, or provides house for the elderly; and 
the leisure industry for hobbies, entertainment, 
and health. Each industry has strategic items, and 
Table 1 summarizes the content. 

In Korean, AFI is showing remarkable growth 
with the implementat ion of long-term care 
insurance for the elderly in 2008. In fact, the 
market size of AFI for the elderly was expected 
to increase from KRW 27,381 billion in 2012 to 
KRW 77,801 billion in 2020, showing a 16.61% 
compound annual growth rate (CAGR) (Moon, 
2019). A detailed look at the current status and 
prospects by sector of the AFI is as follows.
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Table 1. AFI Fields

Industrial Sector Strategic Items

Care Industry Disease counseling, health examination service, 
visiting care service, management service

Pharmaceutical Industry Dementia drugs, diabetes drugs, hypertension drugs, anti-pyretic analgesic 
anti-inflammatory drugs, tumor drugs

Food Industry Tofu, traditional fermented food, health functional food, food for special 
medical use

Cosmetic Industry Anti-aging, body odor prevention, improving skin dryness and itchiness

Medical Device Industry
Dental implant, dental milling device, dental ceramic material, artificial 
lens, hearing aid, dental computed tomography X-ray device, combination 
stimulator, joint therapy device

Product Industry Personal medical supplies, functional deterioration prevention products, 
leisure products

Financial Industry Pension saving, retirement pension

Residential Industry Home renovation

Leisure Industry Sports facility operation, cultural and entertainment center, senior-friendly 
recreation complex

Source: KHIDI (2012).
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1. Care Industry 

The care industry refers to a service industry 
that provides care or treatment for patients with 
physical and mental disabilities in a comfortable 
place. Care services, which are the foundation 
of the care industry, include home care and 
institutional care. Home care refers to the provision 
of care and daily life support services by directly 
visiting the homes of users in need of services. 
Institutional care is a service that is responsible 
for overall (health) care or the management for 
the elderly admitted to welfare facilities for the 
elderly. Korea’s care industry currently has a high 
proportion of those related to institutional care. 
Recently, it has been mentioned that there is a need 
to expand the proportion of home care, which aids 
users in maintaining an independent life, due to 
the recent skepticism about the effectiveness and 
efficiency of institutional care, and the increase in 
desire for home care (Kim, 2013).

Meanwhile, Park et al. (2009) emphasized 
that the care industry should be improved to a 
higher quality level, and that it should be able to 
provide services that reflect the diverse needs of 
consumers with financial resources. Accordingly, 
in recent years, high-quality personalized private 
care facilit ies and national and public care 
facilities that take into account the physical and 
mental characteristics of the elderly are being 
provided in a variety of ways.

2. Pharmaceutical Industry

The age-friendly pharmaceutical industry 
refers to an industry that researches, develops, 
manufactures, processes, stores, and distributes 
medicines related to chronic diseases of the 
elderly. This industry is expected to continuously 
increase in size due to the increase in the 
unhealthy life expectancy and the frequent use 
of medicines by the elderly. In fact, the market 
size of this industry is expected to grow to 
9,793.8 billion won in 2020, with a compound 
annual growth rate of 12.6% (Moon, 2019). This 

is equivalent to about half of that of the parent 
industry in 2020 (Jeong, 2017). 

Among the strategic items of the age-friendly 
pharmaceutical industry, antihypertensive drugs 
accounted for 14.1% of the total age-friendly 
pharmaceutical industry. Next, antipyretic, 
analgesic, and anti-inflammatory drugs accounted 
for 10.8%. What is particularly noteworthy is 
that the number of dementia patients and mild 
cognitive impairment has rapidly increased 
in recent years, and the use of central nervous 
system drugs is rapidly increasing. As a result, 
the CAGR of this industry over the past five years 
has reached 22.4%, which is higher than that of 
the entire age-friendly pharmaceutical industry 
(Jeong, 2017). Therefore, it seems necessary to 
react more sensitively to these changes.

New d r ug development  ent a i l s  a  long 
investment period and high risk, but it is possible 
to create enormous high added value and achieve 
public values such as extending l ives, and 
improving the quality of that life (Yang, 2021). 
In that sense, the pharmaceutical industry is an 
industry that requires government policy support.

3. Food Industry 

The age-friendly food industry refers to an 
industry that produces, processes, manufactures, 
cooks, packs, stores, transports, or sells food in 
consideration of the physical characteristics of the 
elderly. This industry is largely divided into the 
general, special medical use, and health functional 
food industry, and the details of each industry are 
shown in the table below.

In Korea, age-friendly food industries were 
not activated due to the sluggish effectiveness 
of the Senior-friendly Industry Promotion Act 
(Kim, 2018). However, at the end of 2017, the 
Ministry of Agriculture, Food, and Rural Affairs 
recommended age-friendly foods as Korean 
Industrial Standards (KS), and established the 
legal basis and system. As a result, various 
types of softened food for the elderly are being 
developed (Seok, 2020).
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4. Cosmetic Industry

The age-friendly cosmetic industry refers to an 
industry that produces goods with minor effects, 
such as application to or spraying on the body, in 
order to maintain or promote health by cleaning 
the overall body and beautifying the skin and hair 
(Yang, 2021). The size of the global anti-aging 
market grew from USD 140.3 billion in 2015 to 
USD 216.5 billion in 2021, growing at a CAGR of 
7.5% during this period. The domestic anti-aging 
market has also grown since 2011, and is expected 
to reach approximately 27 trillion won in 2020 
(KHIDI, 2017). Accordingly, global cosmetics 
companies, including Korea, are developing 
various cosmetics that take into account the skin 
type of the elderly, such as wrinkle improvement. 
In addition, there are increasing cases of hiring 
women in their 50s - 70s as brand models instead 
of young people to target elderly with financial 
resources. These facts show that interest in the 
age-friendly cosmetics industry is increasing. 

Meanwhile, China is becoming an aging 
society with 250 million elderly people. Although 
the elderly in China are also interested in 
cosmetics, the industry for it is not well formed 
in China. Therefore, it is predicted that there will 
be a new opportunity for the Korean cosmetic 
industry.

5. Medical Device Industry

The age-friendly medical device industry 
is an indust r y that produces inst r uments , 

machines, devices, and materials, used alone or 
in combination, for the purpose of diagnosing, 
treating, and preventing disease, or diagnosing, 
alleviating, and correcting deteriorated body 
structures and functions (Yang, 2021). The main 
consumer groups of this industry include not only 
the elderly but also the prospective elderly and 
caregivers.

Recently, as interest in health has increased, 
demand for personalized services such as blood 
glucose meters and body fat meters are increasing. 
In addition, the medical device market is expected 
to expand further due to the increase in demand 
for beauty and plastic surgery, as well as the 
development of the IT-based 4th industry. 

In general, the age-friendly medical device 
industry is a small-volume, multi-product industry 
with var ied and inconsistent consumption 
patterns. Accordingly, it is often classified as 
a small and medium-sized enterprise (SME) 
industry. However, since this industry requires 
convergence technology, it will be necessary for 
the government and large companies to invest in 
the future.

6. Age-Friendly Product Industry 

Age-friendly products refer to those related to 
auxiliary devices to promote the convenience of 
the elderly in their health management, care, and 
daily life, including personal health and medical 
supplies, daily household goods, residential 
equipment, information and communication 
equipment, and leisure goods. When providing 

Table 2. Composition of the Age-Friendly Food Industry

Food Industry Content

General Foods that are nutritious and cater to the physical needs of the elderly on a daily 
basis

Special Medical Use Medical foods specially manufactured and processed for the elderly with a limited 
or impaired ability to normally ingest, digest, absorb, or metabolize general foods

Health Functional Health functional foods consumed to maintain the physical health of the elderly



these age-friendly product services, it is most 
important to ensure that suitability, convenience, 
and stability match the characteristics of the 
elderly. 

The growth potential of age-friendly products 
is somewhat limited because awareness of this 
product is low, and small private companies 

Table 3. Classification System of the Age-Friendly Product Industry

Major Groups Sub-Major Groups

Age-Friendly 
Products

Personal Health and 
Medical Supplies

Health measurement products, respiratory treatment products, 
pressure sore prevention products, heat and cold products, 
massagers, stimulators, oriental medicine supplies, shoes and 
clothing, exercise and training products, smoking cessation aids, 
medication supplies

Daily Necessities Mobile devices, bath products, defecation products, food products, 
wigs, oral products

Residential
Equipment

Bedding supplies, chair furniture, safety handles, residential 
building parts, safety devices for buildings, cleaning supplies, and 
other residential equipment

Information and 
Communication 
Equipment

Visual equipment, hearing equipment, vocal equipment, drawing 
and writing equipment, telephone and communication equipment, 
signal indicators and alarms

Leisure Products Sports equipment, hobby products, Pets

Source: Yang (2021).

produce them. Therefore, it is necessary to 
strengthen technology development and R&D 
support for age-friendly product manufacturers. 
In addition, a consumer protection system for 
users, education for proper product selection 
and usage, and a campaign of publicity through 
exhibition space is demanded.

7. Financial Industry 

The age-friendly f inancial industry refers 
to services that help ensure stable income 
for the elderly through the accumulation and 
management of personal financial assets. This 
can be said to be an area where the role of the 
private sector is emphasized mainly for middle 
or high-income seniors rather than low-income 
seniors protected by social security policies 
(Cho, 2016). The vitalization of this industry is 
positive as a means of preparing for individual 
retirement, but it can also be expected to have 
the effect of preoccupying the future financial 

market by increasing the competitiveness of 
domestic financial institutions (Park et al., 2009). 
Therefore, it will be necessary to develop an age-
friendly financial product that can satisfy various 
demands and nurture professional manpower 
within organizations that can set up a plan for 
each individual.

8. Residential Industry 

The age-f r iendly housing indust ry is an 
industry that provides a safe and independent 
living environment for the elderly with reduced 
physical function, including housing supply 
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2. The proportion of elderly households was 21.8% in 2019 and is expected to increase to 46.9% in 2045.

and the remodeling of existing houses. The 
importance of this industry is growing as the 
proportion of elderly households increases.2

The elderly in Korea tend to prefer living in 
an independent residence rather than entering 
facilities (Cho, 2016). Unlike in the past, even if 
there are difficulties in daily life due to aging, 
more and more people want to live the rest of their 
lives in their own houses if a house that allows 
them to live independently is provided. If the 
house in which they lived is remodeled according 
to their physical changes, it will be possible to 
continue the social relationships of the past, which 
will have a positive effect on the psychological 
health of the elderly. 

For this reason, there is significant interest 
in the age-f r iendly housing indust r y,  but 
unfortunately, even accurate statistics on the 
related industry or market have not been prepared. 
In particular, Korea is different from the West, 
where various housing alternatives for the elderly 
have already been developed. There are many 
welfare facilities for the low-income class and 
high-end senior housing for the very wealthy few, 
but in fact, it is difficult for many elderly people 
to find the type of housing they want. Therefore, 
it is urgent to come up with appropriate measures 
(Kwon et al., 2018).

9. Leisure Industry

The age-f r iendly leisu re indust r y is an 
important industry that can solve various social 
problems related to the elderly in an aging society 
(Yang, 2021). In addition, this industry is expected 
to grow significantly due to the retirement of the 
baby boomers, who have high levels of education, 
income, and consumption. 

The age-fr iendly leisure industry can be 
broadly classified into four categories (Park et 
al., 2009): recreational activity-related industries, 
such as cultural centers and senior welfare 
centers, leisure activities through residential 

and facility communities, leisure activities 
centered on rewarding values, and convergence-
type leisure industries. An age-friendly leisure 
industry is characterized by diversified supply and 
demand, as well as its small scale.There is a high 
possibility that the industry will be advanced. 
However, since the leisure of the elderly has the 
purpose of health promotion as well as relaxation 
or pleasure, it is necessary to develop various 
leisure activities considering the characteristics of 
the elderly.

More recently, the number of elderly that can 
utilize the Internet or smart devices skillfully is 
increasing. The possibility of the development 
of the leisure industry based on the Internet and 
smart devices is also increasing. Therefore, it is 
necessary to focus on developing these industries. 
Lastly, the elderly have many limitations in cost, 
time, health, and partnership. In this regard, it will 
be necessary to develop a leisure industry that 
takes into account these limitations (Yang, 2021).

Ⅳ. Policies to Foster AFI

The activation of AFI helps to solve the 
difficulties of the elderly in life. Not only that, it 
will also help to overcome the economic recession 
caused by an aging population. This is because 
competitive AFI is expected to greatly contribute 
to the increase in exports to neighboring Asian 
countries, including China (Lee, 2012).

However, most AFI in Korea is still limited in 
operation and maintained only for those related 
to welfare tools, which are benefits of long-
term care insurance for the elderly. As a result, 
the level of development of the industry is very 
low. Accordingly, the KHIDI suggests four main 
measures to foster an AFI: the reinforcement of the 
policy foundation, quality improvement support, 
market vitalization support, and expert nurturing. 
Table 4 shows the main content of each measure, 
and we will look at these in more detail below.



Table 4. The Korean Government’s Policy to Foster AFI

Contents

Reinforcement 
of Policy Foundation

• Formation and operation of the AFI innovation promotion team
• Development of Innovation Plan for AFI
• A Survey on the age-friendly product industry
• Investigation of demand and consumption characteristics of AFI products and 

services
• Policy forum and information exchange on AFI
• Operation of the AFI information bank

Quality Improvement 
Support

• Support for the advancement of age-friendly high-tech convergence care 
products

• Operation of the excellent age-friendly products designation system
• Expansion of the excellent age-friendly products and development of quality 

standards
• Development of age-friendly product usability evaluation index
• Awards for merit in AFI

Market Vitalization 
Support

• Customized consulting support for each stage of market entry
• Support for participation in overseas expositions for AFI
• Age-friendly product distribution conference
• Operation of promotion center for age-friendly products

Nurturing Experts
• Operation of graduate schools specializing in AFI
• Research on ways to improve the operation efficiency of graduate schools 

specializing in AFI

Source: Park et al. (2019) data rearranged by researcher.

1. Reinforcement of the Policy 
Foundation for AFI

In Korea, discussions on fostering AFI have 
been promoted since 2004. Then, in 2005, the 
Basic Plan on Low Fertility and Aging Society 
in Korea was prepared, and in 2006, the Senior-
friendly Industry Promotion Act was enacted. In 
2007, as the Long-Term Care Insurance Act for 
the Elderly was enacted, AFI was revitalized, and 
as a result, the AFI support center and the age-
friendly comprehensive experience center were 
established in 2008. 

In order to improve the AFI policy and system 
as a means of improving the quality of life of 
the elderly and national economic growth, it is 
important to discover new agendas. Accordingly, 
the Korean government formed an innovation 
promotion team centered on experts in AFI, and 

in 2019, four strategies and 12 core tasks were 
created, as shown in Table 5.

Meanwhile, it is also important to continuously 
grasp the current situation in order to improve 
p o l i c i e s  a n d  s y s t e m s  fo r  A F I  ( K H I DI , 
2012). Accordingly, the KHIDI is t rying to 
discover effective policies by investigating 
the characteristics of AFI and the consumers. 
However, it is also important to immediately 
provide the col lected s t at is t ical  data and 
information on (rapidly changing) domestic 
and foreign policies and systems related to AFI 
through policy forums and information banks.

2. Support for Quality Improvement

The biggest problem with the AFI in Korea 
is that the industrial structure is mostly made up 
of distributors centered on imported products, or 
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Table 5. Innovative Development of AFI (plan)

Strategy Core task Practical task

Establishment and 
Linkage of the AFI 
platform

Linkage and cooperation with 
existing platforms

• AF mobile service platform
• AF leisure service platform

(AI-based) AF platform 
Establishment and connection

• AF emergency safety care service platform
• AF smart care home platform (residential)
• AF nutritional food service platform

Building of a New
AFI Ecosystem

Real life-based aging-friendly 
technology innovation (R&I)

• Development and utilization of AF technology 
innovation based on real life

Private/Public Governance 
System on AFI

• Establishment of an independent organization 
at the pan-government level
• Establishment and reinforcement of corporate-
university-led networks

Promote the cultivation of 
experts in AFI

• Advanced training for filed-based talented 
workers in AFI
• Training technical-service-linked experts

Support for Growth
of AF Corporate
(Scale-Up)

Discover promising industries 
and strengthen competitiveness 
of existing industries

• Support for the creation of product-service 
convergence industry
• Support for the creation of new service 
industries
• Support for convergence of existing industries 
and advanced technologies

Support for expansion of 
domestic and overseas markets

• Domestic market development through multi-
channel
• Company-led overseas market development

Improvement of regulations and 
implementation of regulatory 
sandbox

• Regulatory improvement
• Activation of authentication usability 
evaluation
• Designation of special areas for AFI 
demonstration

Enhancing financial 
accessibility for AFI companies

• Enhancing financial accessibility

Standardization of AF 
products, service, and related 
systems

• AF product-service-system standardization
• Systematization of AFI classification

Strengthening the 
Consumption Capacity 
of the Elderly

Improving the real purchasing 
power of elderly consumers

• Activation of AF financial services
• Review of economic support for elderly 
consumers

Enhancing awareness of elderly 
consumers and providing 
customized information

• Establishment of website to provide 
information
• Establishment of community-based AF center

Note: AF stands for age-friendly.
Source: Park et al. (2019).



3. Domestic and Export Status of Age-friendly products: Domestic (45,655,216 thousand won, 99.4%) and export (286,428 
thousand won, 0.6%) (Park et al., 2019).

there are many simple copies of overseas products, 
while domestic producers are concentrating 
only on supplying long-term care insurance-
related products (KHIDI, 2015). In addition, most 
industries that produce age-friendly products are 
often small, making it difficult to develop products. 
In fact, the technology possessed by age-friendly 
product manufacturers (649 companies) is 27.4% 
of the total welfare equipment products, so their 
competitiveness is very low (KHIDI, 2017). 
According to a survey conducted in 2018, less than 
half of the 1,400 AFI companies were engaged in 
R&D activities (47.5%), which was a decrease of 
1.3% compared to 2016 (48.8%). Looking at the 
past support items of AFI, most support focused 
on simple products such as canes, prosthetics, 
and safety handles. Product development based 
on promising technologies (products) in line with 
global trends was low. Accordingly, Korea’s AFI 
lacked technology, a decisive factor influencing 
competitiveness, and was highly dependent on 
imports for most expensive products. According 
to the market research f irm Aging in Place 
Technology Watch (APTW), the market for 
technology devices targeting the elderly was 
expected to grow from $2 billion in 2013 to $20 
billion in 2020. Therefore, quality improvement of 
age-friendly products is becoming a task that can 
no longer be delayed in AFI.

Capturing this reality, the Korean government 
has prepared some support policies to improve 
the quality of AFI. First, the government operates 
the excellent age-friendly product designation 
system. This system enhances technological 
competitiveness by improving the quality of 
age-friendly products, and also designates and 
displays age-friendly products for the development 
of AFI (Kim et al., 2018). It has been in operation 
since April 2008, and is based on Article 12 of the 
Senior-friendly Industry Promotion Act. 

The second is an effort to discover items 
of excellent elderly-f r iendly products. The 
diversification of products is essential to meet 

the needs of the elderly. Accordingly, efforts 
to expand age-fr iendly products have been 
continuously made, and in 2019, a posit ion 
t ransducer and waterproof sheet were also 
selected as expanded items. At the same time, 
the government is enacting quality standards for 
excellent products and announcing selected items.

The third is to develop indicators for the usability 
evaluation of age-friendly products and build a 
database for the results. This work will be able to 
contribute to the development of AFI in the future 
because it will create a feedback system to find the 
improvement direction for age-friendly products.

3. Support for Market Vitalization

As the aging population is a global trend, the 
demand for AFI will continue to increase in the 
future. However, AFI in Korean is mostly limited 
to the domestic market, mainly the public market, 
and there is little export performance.3 Moreover, 
the commercialization of these products is still 
incomplete, even in domestic market. Therefore, 
it is necessary to provide opportunities for AFI 
companies to open up sales channels in domestic 
and overseas markets, and support to revitalize 
the market so as to strengthen export capabilities 
is more urgent than anything else. 

In this regard, the government is making 
efforts such as customized consulting for age-
friendly companies, participation of overseas 
exhibitions, and the operation of public relations 
centers. Here, customized consulting support is a 
system that helps industries grow to the next stage 
using commercialization experts to investigate 
the needs of industries, supporting the necessary 
partnering for that stage, and providing consulting 
related to negotiation and contract signing (Park et 
al., 2019). In this process, efforts are being made 
to provide opportunities for companies to develop 
overseas markets by supporting participation in 
overseas exhibitions and helping SMEs strengthen 
export capabilities.
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4. Nurturing Experts in AFI

Professional manpower is an essential element 
for the development of a specific industry and 
strengthening competitiveness. In this regard, 
it is very important to train and nurture experts 
in AFI. In response, the Korean government has 
designated and operated a specialized graduate 
school for the elderly as a national suppor t 
project for five years from 2015. Two universities 
took charge of this project until 2019, and made 
efforts to produce experts with interdisciplinary 
knowledge and practical experience required in 
the industrial field. Unfortunately, however, the 
employment rate of the produced manpower is 
low, and has been evaluated that this manpower 
was not well prepared to meet industrial demand 
(Park et al., 2019).

Recently, seven ministries and local govern-
ments in Korean are promoting projects to 
foster a field- and practical-oriented of talent in 
AFI through industry, academia, and research 
cooperation. In addition, they are looking for ways 
to efficiently operate a specialized graduate school 
for the elderly. To this end, they have reviewed 
the operation methods and systems of pro-
growth specialized graduate schools, analyzed 
the current trends of overseas expert training 
programs, and conducted focus group interviews 
(FGI) with experts. As a result, it was found 
that it was necessary to expand the quantity and 
quality of education for the elderly by introducing 
it in undergraduate and non-degree curriculums 
as well as graduate schools. The development of 
AFI-related qualifications and training courses –
has been suggested, especially emphasizing the 
introduction of the key technologies of the 4th 
industrial revolution, along with field experience 
through industry-university cooperation. 

Ⅴ. Conclusion

The revitalization of AFI is expected to be a 
main path to help solve various social problems 
caused by the aging population. This is because 

AFI based on advanced technology is expected 
to contribute to the improvement of the quality of 
life of the elderly, as well as create a huge market 
that will help economic growth. In fact, many 
advanced industrial countries, which became 
aging societies earlier, have made various efforts 
to develop the industry. Although it is a bit late, 
Korea has also shown interest in the age-friendly 
industries since 2005 and is making efforts to 
establish related policies and systems, including 
research. However, despite these effor ts for 
nearly 20 years, Korea’s AFI is still evaluated as 
failing to fulfill its role (Cho, 2016; Jeong, 2017). 
Accordingly, effective strategies for revitalizing 
this indust ry are needed above all else. In 
this regard, this study intends to propose four 
suggestions that will help revitalize AFI based on 
the Korean situation, as reviewed earlier.

First, it is necessary to fully consider the 
characteristics of the demand group. Under-
s t a nd i ng  t he  t a rge t  i s  i mpor t a nt  fo r  t he 
development of the industry. For this reason, 
the KHIDI is also conducting a survey on the 
demand group. However, most are conducted 
only in the form of a survey that relies on a fixed 
questionnaire. The difficulties experienced by 
the elderly in everyday life are very diverse and 
complex, unlike those of non-elderly subjects. 
Therefore, as AFI is a project targeting the 
elderly, a more specific demand survey on the 
characteristics of the elderly is necessary. In that 
respect, a qualitative study on the needs of the 
elderly can be helpful in deriving a more specific 
plan for this industrial development. In addition, 
if the opinions of elderly care experts are also 
investigated, it will be helpful to understand not 
only the consumption characteristics but also 
the needs of consumers in more detail. Then, the 
results of this investigation can serve as important 
basic data for establishing practical policies for 
fostering AFI and various strategies.

Second, support for the diversification and 
quality improvement of AFI products is needed. 
Korea’s AFI is relatively uninterested in fields 
other than those related to long-term care 
services. In other words, current AFI in Korea 



is not responding to changes in elderly living 
healthy and active lives (Cho, 2016). In this 
respect, it seems necessary to actively support the 
development of technologies that can satisfy the 
needs of various elderly individuals, especially 
those related to the 4th industrial revolution. 
Meanwhile, in order to improve the quality of AFI 
products, the Korean government is operating 
an excellent senior-friendly product designation 
system. However, many age-friendly enterprises 
have d i f f icu lt  pa r t icipat ing in the publ ic 
certification system because they are small in size. 
Therefore, customized consulting support should 
be continuously provided to these companies. 

Third, the accessibility of consumers to 
AFI should be strengthened. Even if excellent 
AFI products are developed and produced, it is 
difficult to revitalize the industry unless active 
marketing accompanies. In fact, many AFI 
companies are experiencing great difficulties in 
promoting products and expanding the market, in 
addition to financial problems (Park et al., 2009). 
Although exhibitions and public information halls 
related to AFI are in operation, consumers are 
often still unaware. For this reason, it is difficult 
for the elderly or caregivers to obtain information 
on which products to buy, and where to buy 
them. Therefore, in order to solve these problems, 
active private participation is needed in addition 
to government efforts, and in particular, it will 
be necessary to promote publicity centered on 

residential areas in the region.
Fou r th ,  more pract ical  exper t  t ra in ing 

should be provided. The cultivation of experts 
is one of the most basic conditions for related 
industrial development. Accordingly, the Korean 
government has also selected two universities 
to designate and operate graduate schools 
specialized in AFI. However, in addition to these 
degree programs, it is also necessary to provide 
opportunities for technology and information 
to converge more freely through non-degree 
programs. For example, geriatric psychology and 
care experts lack technical skills, while technical 
experts lack the details needed by the elderly. 
Therefore, if opportunities are provided to work 
together, it will be helpful in nurturing more 
practical-oriented experts. 

Given the evolving demographic t rends, 
societal dynamics, and economic imperatives 
prevalent in South Korea, accelerat ing the 
development of the age-friendly industry has 
become a pressing concern. Building on this 
notion, this study is of considerable importance as 
it delineates potential trajectories for invigorating 
aging-friendly industries, informed by previous 
research. Recognizing the industry’s projected 
centrality to South Korea’s contemporary and 
prospective socio-economic landscape, there is 
a compelling need for expanded research and 
scholarly discourse anchored in the insights 
presented herein.
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ABSTRACT

Purpose – This study empirically investigated the effect of Economic Policy Uncertainty (EPU) on the OFDI 
of Chinese firms. It also explores other factors influencing OFDI, such as market potential, economic openness, 
firm size, profitability, and the importance of control variables in the analysis. 
Design/Methodology/Approach – The panel data was established from 2004 to 2020, and a fixed-effects 
model was adopted for empirical analysis. EPU data was used as the main explanatory variable, and country-
level variables such as overseas market potential, per capita GDP, and degree of economic openness, and firm-
level variables such as firm size, capital structure, and return on total assets were applied as control variables. 
Findings – The results of regression using a fixed-effects model suggest that rising policy uncertainty in both 
Chinese and foreign economies reduces Chinese OFDI. OFDI’s decisions were also found to be influenced by a 
firm’s characteristics. This negative relationship is influenced by capital flow restrictions, financing constraints, 
and a focus on the home market. Additionally, foreign economic policy uncertainty (FEPU) in target countries 
also has a negative impact on Chinese firm OFDI, influenced by currency risk, policy restrictions, and risk 
assessment, making firms more cautious of cross-border investments.
Research Implications – To promote Chinese firm Outward Foreign Direct Investment (OFDI), the Chinese 
government needs to provide a stable and predictable policy environment, as economic policy uncertainty 
negatively affects OFDI. Additionally, the analysis highlights the importance of understanding and 
mastering foreign market conditions, including financial policies, legal systems, infrastructure, and business 
environments, before making OFDI decisions.
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Ⅰ. Introduction

Si n c e  20 0 0 ,  C h i n a’s  gove r n m e n t  h a s 
encouraged firms to invest internationally in 
an effort to participate in global competition, 
promote reform, and expand openness. This 
strategic direction, which is driven by economic 
globalization, enhances China’s engagement with 
the rest of the world and prompts Chinese firms 
to engage in outward foreign direct investment 
(OFDI) and international market competition. In 
2013, under the ‘One Belt, One Road’1 initiative, 
China significantly increased its OFDI, becoming 
the second-largest global investor with a flow of 
$145.67 billion. In 2016, Chinese firms achieved 
the highest net OFDI f low in two decades, 
totaling $196.15 billion, a significant increase 
from 2003’s $2.9 billion (UNCTAD, 2017). By 
transferring excess capacity, upgrading industries, 
and promoting technological progress, China’s 
OFDI drives industrial upgrading, facilitates 
international cooperation, expands business 
scope, and enhances China’s internat ional 
competitiveness.

China has act ively promoted it s OFDI; 
however, due to the global economic slowdown 
caused by the 2008 f inancial crisis and the 
C OV I D -19  p a n d e m ic ,  t h e  i n t e r n a t io n a l 
investment environment has become increasingly 
unfavorable, leading to a rise in uncertainty and 
instability in the world economy. Indeed, the 
global economic policy uncertainty2 index soared 
from 84.57 in April 2000 to 437.25 in April 2020.

The introduction of successive economic 
stimulus policies, such as financial institution 
assistance programs in the U.S., economic 
austerity policies in the EU, and loose monetary 
policies in China, globally stabilized the short-
term macroeconomic situation. However, they 
led to issues such as overcapacity, rising prices, 
low demand, and a slow economic recovery. 
Gover n ment  i nte r vent ions and i nc reased 

1. Through infrastructure development, trade facilitation, financial cooperation, and cultural exchanges, China aims to 
foster regional integration and stimulate economic growth along the routes of the ancient Silk Road.

2. Economic Policy Uncertainty Index website (http://www.policyuncertainty.com)

policy uncer tainty have fur ther amplif ied 
macroeconomic fluctuations, thereby prompting 
academic interest in the impact of economic 
policy uncertainty on recessions and recoveries.

Int roducing var ious pol icies can create 
econom ic pol icy u nce r t a i nt y,  wh ich i s  a 
significant trigger for economic recession. For 
example, China’s emphasis on the ‘One Belt, One 
Road’ initiative, along with other macroeconomic 
policies, aims to foster international economic 
cooperat ion and compet it ion. However, it 
a lso int roduces uncer t a int ies that impact 
f irm investment decisions domestically and 
internationally, thus highlighting the need for 
a further examination of the effects of policy 
volatility on businesses. 

Few studies by Chinese scholars exist on 
the impact of economic policy uncertainty on 
Chinese f irm outward investment. A review 
of studies by other scholars around the world 
shows that most scholars believe that fluctuations 
in EPU can signif icantly affect the external 
business environment of firms. According to 
Hayashi and Prescott (2002), the decline in 
domestic investment in the 1990s was brought 
on by the r ising level of uncer tainty in the 
Japanese market environment and the resulting 
economic downturn. According to Bhagat et al. 
(2016), India’s GDP and fixed investment were 
significantly impacted negatively by economic 
policy uncertainty. They also predicted that the 
significant rise in EPU in India between 2005 
and 2013 would result in a 1.36% decline in 
fixed asset investment, and a 0.56% decline in 
GDP. According to Cheng (2017), South Korea’s 
economic development was negatively impacted 
by domestic and international EPU. Because of 
Korea’s high level of international openness and 
strong international ties, foreign uncertainty 
shocks have a greater impact on the Korean 
economy than domestic uncertainty shocks do. 
Domestic economic policies are also relatively 
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stable, which limits the effect on Korean economic 
fluctuations.

Uncertainty in economic policy, according to 
some scholars, discourages firms from investing. 
Almeida and Philippon (2007) argued that, from 
the perspective of cash holdings, firms tend to 
choose to hold enough cash to cope with the 
contingencies arising from economic uncertainty. 
This also indirectly causes a decrease in firm 
willingness to invest, as well as investment size. 
Panousi and Papanikolaou (2012) contended 
that an increase in EPU leads to an increase 
in f irm financing costs from the perspective 
of cost control. The increase in r isk-averse 
behaviors chosen by firm heads prevents firms 
from engaging in OFDI behavior. Kim and Kang 
(2022) explained that informal economics in CIS 
countries have a negative impact on attracting 
FDI because foreign investors feel that their 
assets cannot be protected. In other words, it can 
be interpreted that uncertainty in the national 
system itself affects FDI decisions. Bae and Lee 
(2021) analyzed the determinants of China’s FDI 
locations, and concluded that the institutional 
quality of the investment destination country does 
not have a significant impact because China has a 
high proportion of state-owned enterprises. 

Of course, a few scholars hold the opposite 
view from the perspective of investment motives. 
Aghion et al. (2005) argued that an increase in 
EPU will increase firm willingness to invest, 
learn advanced technologies from the foreign 
country, and improve market competitiveness 
through technological innovation, thus realizing 
long-term gains for OFDI firms looking to learn 
advanced technologies. Carvalho (1988) analyzed 
the situation wherein a firm has made significant 
early preparations for making OFDI and invested 
in significant silent costs that were irreversible 
from the perspective of f lexibility in the choice 
of corporate investment behavior. In this case, 
firms will not easily suspend or change their 
OFDI plans as EPU in the home country grows. 
This increases interest in this study’s topic, which 
is the impact of economic policy uncertainty on 
Chinese OFDI. 

Therefore, this study investigates the impact 
of China’s overall economic policy uncertainty 
on firm OFDI. It holds significant implications for 
both the government and firms. It is important to 
reduce market risk through consistent and stable 
policy establishment, regulation of economic 
policy uncertainty, and rigorous policy making 
if policy uncertainty negatively impacts a firm’s 
OFDI. Moreover, it can help as a warning that an 
uncertain economic background may pose a risk 
to businesses. Furthermore, it is also important 
for companies operating in an international 
environment to be sensit ive to changes and 
uncertainties. This is because it is necessary to 
adjust the OFDI strategy according to national 
economic trends to maintain the enterprise’s 
sustainable operation.

In recent years, the volat il ity of China’s 
economic policy uncertainty has also increased, 
and the overall uncertainty is higher than the 
global level. This study analyzes the relationship 
between Chinese OFDI and macroeconomic policy 
uncertainty, and clarifies the effects and paths of 
economic policy uncertainty on Chinese OFDI. It 
provides a basis for further improving the quality 
and efficiency of Chinese enterprise “go out” at the 
policy recommendation level, and to better serve 
China’s “One Belt, One Road” strategic layout.

This study is structured as follows. Chapter 
2 examines China’s policy uncertainty and FDI 
status, and Chapter 3 introduces the analysis data 
and empirical analysis model. Chapter 4 discusses 
the results of the empirical analysis. Finally, in 
Chapter 5’s conclusion, the research f indings 
are summarized, and the policy implications are 
discussed.

Ⅱ. China’s Economic Policy 
Uncertainty and Firm OFDI 

Under the background of the new economic 
normal, it is becoming a new trend for Chinese 
enter pr ises to ‘go out’ to conduct outward 
investment activities, and China is becoming a 
major outward direct investment country. By the 
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end of 2021, Chinese investors had established 
46,000 OFDI enterpr ises in 190 countr ies, 
accounting for 10.5% of global OFDI flows and 
ranking second globally in terms of flow. Since 
China’s accession to the World Trade Organization 
in 2001, trade and outbound investment conditions 
have improved. This is shown in Table 1.

Since 2016, the s t ate has cont inuously 
introduced policies that support and encourage 
enterprises to “go out”. Regarding outbound 
investment, China is required by national policy 
to focus on both expansion of quantity and 

Table 1. China’s OFDI Flows & Stocks (2004-2020)

Year
Flow Stock

Amount
(billion USD) Global Rank Increase over Previous 

Year (%)
Amount

(billion USD) Global Rank

2004 55.0 20 93.0 448.0 27

2005 122.6 17 122.9 572.0 24

2006 211.6 13 43.8 906.3 23

2007 265.1 17 25.3 1 179.1 22

2008 559.1 12 110.9 1 839.7 18

2009 565.3 5 1.1 24 57.5 16

2010 688.1 5 21.7 3 172.1 17

2011 746.5 6 8.5 4 247.8 13

2012 878.0 3 17.6 5 319.4 13

2013 1078.4 3 22.8 6 604.8 11

2014 1231.2 3 14.2 8 826.4 8

2015 1456.7 2 18.3 10 978.6 8

2016 1961.5 2 34.7 13 573.9 6

2017 1528.9 3 -19.3 18 090.4 2

2018 1430.4 2 -9.6 19 822.7 3

2019 1369.1 2 -4.3 21 988.8 3

2020 1537.1 1 12.3 25 806.6 3

Source: Directory of Chinese Foreign Investment Institutions (2023). 

improvement of quality. In 2017, the international 
political and economic environment shifted as a 
result of frequent trade friction between China 
and the U.S., which triggered a trade war. For the 
first time since its accession to the World Trade 
Organization, the growth rate of China’s OFDI 
was negative, down 19.3% from the previous year. 
However, in the general environment of overall 
decline in the economic development of various 
countries, China’s total OFDI remains among the 
highest in the world.



3. The newspaper-based methods by Baker et al. (2016). See Appendix.

Fig 1. Trends in China’s Economic Policy Uncertainty Index (1997-2022)

Source: Economic Policy Uncertainty (2023).

Simultaneously, it demonstrates that changes 
in economic policies have an obvious impact on 
Chinese enterprise OFDI. From Table 1, we can 
visualize large fluctuations in OFDI flows over 
multiple years. The “One Belt, One Road” policy 
was implemented in 2013, and the ‘Go Global’ 
policy was announced in 2016. In 2017, trade 
friction between China and the US began.

Because China’s economy has entered a 
new normal, economic pol icies have been 
continuously adjusted, and policy fluctuations are 

more frequent. China has continuously adjusted 
its monetary, fiscal, and industrial policies to fit 
its general macro-objectives. Concurrently, China 
has reacted to multiple pressures from foreign 
uncertainties in addition to launching a series 
of macroeconomic policies to stimulate China’s 
economic rebound, which has signif icantly 
increased domestic economic policy uncertainty. 
This uncertainty will lead firms to increase risk 
expectations, thereby inf luencing investment 
decision-making behavior.

The overall trend can be seen in Fig. 1. Over the 
past 20 years, China’s economic policy uncertainty 
index3 has exhibited an overall upward trend, with 
the lowest value being 9.07 in February 2000, and 
the highest value being 970.830 in October 2019, 
an increase of approximately 107 times. China’s 
EPU index fluctuated less between 2000 and 2015, 
with the index staying within 200 and remaining 
relatively stable.

The trade war between China and the U.S. has 
resulted in a sharp rise in uncertainty regarding 
China’s economic policies, while the impact of 
COVID-19 and coercive government measures 
have f u r the r  heightened economic pol icy 
uncer tainties. This challenging environment 
and global economic stagnation have resulted 
in greater volatility in international economic 
policies, including a slowdown in outbound 
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direct investment by Chinese companies and 
lower growth rates in national outbound direct 
investment flows.

China is currently stepping into a new stage 
of building a moderately prosperous society in all 
aspects. Various major economic policies, such 
as an innovative foreign investment management 
system, a personal income tax law re-revision, 
and a strict cross-border e-commerce platform, 
have been implemented to adjust the direction of 
economic development in a timely manner. From 
the introduction of new policies to full acceptance 
and familiar application by the market, some 
time is still required. Most companies will still 
choose countries with less volatile economic 
policies for OFDI in search of a more stable 
business environment. However, this kind of 
OFDI activity, which aims to avoid risk, is not 
helpful to China’s economic development, and 
the state should introduce appropriate policies to 
discourage such investment behavior. Thus, it can 
be observed that fluctuations in China’s economic 
policy environment will not only impact the 
investment behavior of enterprises but will also 
prompt a shift in the purpose of OFDI. Changes 

OFDIkjt = β0 + β1CEPUt−1 + β2FEPUj,t−1 + β3� C ontrol + β4�Y ear𝑡 + β5� I ndustry + εkjt

4. A panel unit root test was performed on the variables included in the model, and as a result, it was found that a unit root 
does not exist.

will also be made to the extent of the resultant 
contr ibution to the enterprise and even the 
country. In today’s increasingly difficult economic 
and political situation in China and globally, the 
rational formulation of economic policies while 
minimizing the negative impact of economic 
policy uncertainty is one of the current issues that 
academics and government agencies should focus 
on.

Ⅲ. Data and Empirical Model

1. Model4

To t e s t  t he  ef fec t  of  e conom ic  pol icy 
u ncer t a i nt y on Ch i nese ente r pr i se  OFDI 
behavior, both Chinese economic policies and 
foreign country factors affecting economic 
policies are analyzed to include the influencing 
factors affecting enterpr ise OFDI behavior 
more comprehensively. Empir ical analysis 
combines Chinese and foreign economic policies 
with firm-specific characteristics to conduct a 
comprehensive analysis.

(1)

Where k represents individual enterprises, 
j represents the host country j, t represents the 
year, and t-1 means lagging year t by one period. 
The dependent variable outward foreign direct 
investment (OFDI) is the variable that determines 
whether the firm makes OFDI. If firm k makes 
direct investment in foreign country j in year t, the 
dependent variable (OFDI) is set to 1; if not, it is 
set to 0. The dependent variable is a binary dummy 
variable that indicates whether an enterprise makes 
OFDI. Enterprise k takes 1 for OFDI behavior in 

year t to country j, and 0 for none. The data was 
obtained from the Directory of China’s Foreign 
Investment Institutions, and the definition of an 
investment is an enterprise legally established on 
the territory of the People’s Republic of China. 
Ownership refers to a non-financial enterprise or 
acquiring ownership, control, management, and 
other interests in a non-financial enterprise outside 
of China through new establishment, mergers and 
acquisitions, and other means. In other words, if 
an enterprise accidentally registers subsidiaries, 



joint ventures, and associates in mainland China, 
it will be considered to have made OFDI in the 
registration year.

Core independent variables in period t-1 
are the Chinese economic policy uncertainty 
(CEPU) index and the host country economic 
policy uncertainty index foreign economic policy 
uncertainty (FEPU). These are used to measure 
the degree of economic policy uncertainty in 
foreign and home countries. The difference 
between the two is the mainst ream media 
that each country obtains. The majority of the 
literature currently employs two types of Chinese 
economic policy uncertainty indices, one of which 
is constructed using the South China Morning 
Post (SCMP) as a text screening platform in 
Hong Kong, China (Baker et al., 2016). FEPU 
represents the foreign country’s EPU index. After 
statistical analysis, the percentage of each type 
of vocabulary was calculated, and the EPU index 
for each country was constructed as described in 
the previous section. In this study, the arithmetic 
mean of monthly data for 12 months per year 
for each country is used as the annual data for 
that country for a given year. Ten countries are 
included, namely the United States, Singapore, 
Australia, the Netherlands, the United Kingdom, 
Germany, Canada, Sweden, Russia, and Korea.

∑Control is the second control variable, which 
includes country-level inf luences and f irm-
level influences to control for other influences. 
The foreign country market potential (PGDP) 
is measured by the foreign country’s GDP per 
capita. The larger the market size of the foreign 
country, the greater the demand for the firm’s 
products or services, the more favorable for the 
firm to achieve its overseas investment objectives, 
and the stronger the willingness to invest. GDP 
per capita indicates a country’s economic level 
and the size of the foreign country’s population. 
Most enterprises tend to invest in countries with 
high level of economic development, complete 
infrastructure, and large market size. Some 
companies also choose to invest in countries 
with underdeveloped markets, and investment 
decisions are largely influenced by the quality of 

products or services. Therefore, the indicator of 
GDP per capita is included in the scope of this 
study’s empirical study.

Foreign country economic openness (OPEN) 
is measured by the foreign country’s total import 
and export trade as a share of GDP. The greater a 
country’s economic openness, the less it restricts 
the flow of capital, trade, people, information and 
other factors, the lower the economic and political 
risks multinational enterprises face when making 
OFDI, and the greater their propensity to invest 
in such countries. Moreover, considering that 
the economic openness of the foreign country 
involves the transparency of various economic, 
polit ical, legal, and cultural institutions, it 
is difficult to quantify it specifically. On the 
contrary, trade volume, as a quantifiable indicator 
of a country’s openness to the outside world, has 
a certain degree of representativeness, so this 
study selected the foreign trade dependence of 
the host country to measure the foreign country’s 
economic openness.

The foreign count r y’s natu ral resource 
endowment (RE) is expressed as a percentage of 
exports of mineral and metal export commodities. 
China’s overseas investments are concentrated 
in the manufacturing, mining, and power supply 
industries, mainly to obtain foreign natural 
resources, such as coal and natural gas. Clearly, 
natural endowment is an important locational 
advantage for a country. China’s important metal 
resources are mainly imported from countries 
along the “Belt and Road”, South American 
economies, the European Union, Japan, and the 
United States. China’s overseas investments in 
minerals and metal resources are substantial, and 
trade involves many foreign countries. Therefore, 
the proportion of mineral and metal resource 
exports in commodity exports from foreign 
countries is included in this study.

The data of imports of goods from developing 
economies outside the region (IMPORT) is 
a percentage of total merchandise impor ts, 
representing the sum of the reporting economy’s 
merchandise imports from other developing 
economies in other World Bank regions as 
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determined by the World Bank’s Classification of 
Economies. Data are expressed as a percentage 
of the economy’s total merchandise imports. 
Data are only calculated if at least half of the 
economies in the partner country group have 
complete data. Developing economies are defined 
as those that are substantially more industrialized. 
It has been shown that developing economies play 
a significant role in the development of global 
economic integration. Developing economies’ 
agricultural operating conditions and trends have 
an impact on international trade that cannot be 
ignored. The intensification of trade has resulted 
in a signif icant increase in the openness of 
developing economies. Their growth is dependent 
on international trade, and they strive to increase 
their import and export capacities to the greatest 
extent possible. To enhance technological progress 
through international trade and narrow the actual 
gap with economically advanced economies, 
this study adds sub-data to the research model 
regarding China’s economic development.

In addition to external factors, firm OFDI can 
also be influenced by numerous internal factors. 
In this study, three firm-level control variables are 
selected: firm size (SIZE) capital structure (LEV), 
measured by the gearing ratio, and operating 
capacity (ROA), measured by the return on total 
assets (ROA).

In addit ion, it is bel ieved that indust ry 

differences inf luence outward firm investment 
behavior. We also control for industry f ixed 
effects (industry). The industry fixed effects are 
distinguished by the SEC’s most recent 2012 
industry classification standard. The National 
Bureau of Statistics proposed this standard 
based on the homogeneity principle of economic 
activities to classify national economic industries. 
That is, each industry category is subdivided 
according to the nature of the same economic 
act iv it y,  such as opposed to preparat ion , 
accounting system, or sectoral management.  The 
national economic industry is divided classified 
using the line classif ication and hierarchical 
coding methods into four levels of categories, 
major categories, medium categories, and small 
categories. The code consists of one Latin letter 
and four Arabic numerals.

This study draws on the treatment of Lu and 
Dang (2014). Factor intensity was used to perform 
cluster analysis on statistical industries. Based on 
the proportion of fixed assets and the proportion 
of R&D investment expenditure, all enterprises 
are classified into three major categories: labor-
intensive industries, capital-intensive industries, 
and tech nolog y-intensive indust r ies .  The 
classification criteria are detailed in Table 2. 
Among these, labor-intensive is assigned the value 
1, capital-intensive is as assigned the value 2, and 
technology-intensive is assigned the value 3. 

Table 2. Method of Differentiation of Industry Fixed Effects

Feature density Industry name and code

Labor-Intensive

Agriculture, forestry, animal husbandry and fishery (A), mining (B), food and 
beverage, textiles, clothing and fur, wood furniture (C3-C21),
electricity and gas production and supply (D), construction (E), 
wholesale and retail trade (F), transportation (G), 
sports and entertainment (R), general category (S)

Capital-Intensive Paper printing, petrochemicals and plastics, metals (C22-C33), 
real estate (K70), social services (L, J, H, O, Q)

Technology-Untensive
Electronics, machinery and equipment, pharmaceutical and biological products, 
other manufacturing industries (C34-C43), information services (I), scientific 
research (M)



Enterpr ise size (SIZE), as an enterpr ise 
control variable, can accurately reflect enterprise 
va r iabi l i t y.  T heore t ica l ly,  t he  la rge r  t he 
enterprise, the more abundant its capital reserves, 
the more advanced its R&D technology, and the 
greater its number of employees and capabilities, 
allowing it to assume greater risks associated 
with OFDI. EPU is predicted to have a smaller 
effect on the OFDI behavior of larger firms. To 
examine the impact of firm size on the subject of 
this paper, firm size is added to the list of control 
variables.

A company’s capital structure (LEV) is an 
important financial indicator. It centrally reflects 
the ratio of a company’s capital to its liabilities, 
which affects the company’s strategic decisions. 
An uncoordinated or unreasonable ratio of capital 
to liabilities implies that a firm lacks sufficient 
cash f low to support its OFDI activities, thus 
hindering the pace of overseas direct investment 
activities. To evaluate the capital structure of the 
firm, this study incorporates the gearing ratio in 
the empirical study.

Profitability (ROA) can ref lect the business 
condit ion of an enterpr ise, and is the core 
competitiveness of an enterprise in the future. 
In addition, OFDI requires enterprises to have 
adequate capital and stable operating capacity. 
If enterprise profitability is low, it is difficult for 
it to gain a capital advantage in the fierce market 
competition with similar enterprises in a foreign 
country. Therefore, when an enterprise has strong 
profitability,  it means that the enterprise is in 
good operating condition and has a stable capital 
inflow, which can provide financial and technical 
support for overseas investment acquisition. It 
also assists enterprises in obtaining external 
financing and expanding financing channels, 
thus maintaining overseas investment activities 
over time. This implies that, compared with 
enterprises with low profitability, enterprises 
with high profitability have greater capital and 
resource advantages, and thus are more inclined 
to make outward direct investment. In this 
study, we use ROA, the return on capital, as a 

proxy variable for corporate profitability, as is 
customary in academia. These variables have 
been used as control variables in analyzes related 
to Chinese firms. Firm size (SIZE) and the asset-
liability ratio (LEV) were also used as control 
variables by Wu and Jin (2022) when analyzing 
the impact of blockchain technology on the 
quality of accounting information of Chinese 
firms. Bae et al. (2022) used firm leverage (LEV), 
performance (ROA), and firm size (SIZE) as 
control variables when looking at the impact of 
CSR activities on the real earning management 
on Chinese firm cost of debt. Gao and Jin (2022) 
used firm-level variables such as SIZE and LEV 
when studying the relationship between financial 
technology and the innovation of Chinese firms. 
Hu et al. (2022) used ROA and firm-financial 
leverage (LEV) as control variables in a study on 
the crowding-out effect related to Chines state-
owned enterprises.

∑Year and ∑Industry are dummy variables 
to control for unobserved factors. To mitigate 
the interference of the model’s endogeneity 
problem on the regression results, the core 
explanatory variables are assumed to be one 
period behind.

We matched the A-share listed companies 
in the Guotaian database with the Directory 
of Chinese Foreign Investment Institutions 
and obtained the data used in this study. The 
scope of the study is from 2004 to 2020. Due 
to the relatively late start of Chinese OFDI and 
the untimely update of individual index data 
contained in this paper, 2004 is chosen as the 
initial year. This study matches data related to 
the timing of OFDI, the countries of investment, 
and whether OFDI was made by A-share listed 
companies in China. Following statistical analysis 
and collation, the empirical study’s final sample 
contains three-dimensional unbalanced panel 
data of OFDI of 116 A-share listed companies in 
10 countries from 2004 to 2020, with a total of 
19,890 valid observations. The basic statistics are 
as follows.
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Table 3. Data Sources and Interpretation

Variable Property Variable Implication Data Source

Dependent
Variable OFDIkjt Whether firm k made OFDI in country j in year t

(1) Directory of Chinese 
Foreign Investment 
Institutions

Independent
Variables

CEPUt-1
FEPUjt-1

EPU Index for China in year t
EPU index of country j in year t (2) EPU Index website

Control 
Variables
(country-level)

PGDPjt
OPENjt

REjt

IMPORTjt

GDP per capita in country j in year t
Economic openness of country j in year t (trade 
dependence)
Mineral and metal exports of country j as a share 
of merchandise exports in year t
Country j’s imports of goods from developing 
economies outside the region in year t

(3) World Bank

Control 
Variables 
(firm-level)

SIZEkt
LEVkt
ROAkt

The size of year t k enterprises
The gearing ratio of firm k in year t
Year t k corporate profitability

(4) CSMAR Database

IV. Results

The impact of economic policy uncertainty in 
China and foreign countries on firm OFDI was 
examined. Because the study is on the impact of 
policy changes on firm investment behavior, it is 

Table 4. Statistical Analysis

VarName Obs Mean SD Min Max

OFDIkjt 19890 0.0310 0.1734 0.0000 1.0000

CEPUt-1 19890 1.2533 0.8217 0.5044 3.6336

FEPUj,t-1 19890 1.3879 0.7529 0.4303 5.4277

Log(PGDP) 19890 10.5531 0.5295 8.3193 11.1294

OPEN 19890 7.8136 7.0194 1.8190 34.3480

RE 19890 0.6436 0.8622 0.0720 4.0000

IMPORT 19890 2.8375 1.2500 0.2648 5.1014

SIZE 19890 22.9228 1.5300 18.8100 28.1935

LEV 19890 0.5092 0.1915 0.0000 1.1700

ROA 19890 0.0521 0.0620 -0.8489 0.4276

more reasonable to use one-period lagged data. 
Moreover, multiple regressions were conducted by 
excluding insignificant variables. Column (4) was 
finally selected, and the results were obtained after 
excluding the firm control variable “LEV”. The 
regression results are shown in Table 5.



T he r eg re s s ion  r e su l t s  fo r  t he  19,890 
experimental samples show that CEPU regression 
results are significantly negative at the 1% level 
of significance. This indicates that the firms are 
less likely to make OFDI as the index of Chinese 
EPU increases. There could be several reasons 
for this, including capital f low restrictions. 
When economic policy uncertainty is high, the 

Table 5. Baseline Regression Results

Variable (1) (2) (3) (4)

CEPUt-1 -0.030***
(0.004)***

-0.030***
(0.004)***

-0.030***
(0.004)***

-0.030***
(0.004)***

FEPUj,t-1 -0.007***
(0.002)***

-0.007***
(0.002)***

-0.007***
(0.002)***

-0.007***
(0.002)***

PGDP 0.018***
(0.008)***

0.018***
(0.008)***

0.018***
(0.008)***

0.018***
(0.008)***

OPEN -0.006***
(0.001)***

-0.006***
(0.001)***

-0.006***
(0.001)***

-0.006***
(0.001)***

RE -0.026***
(0.059)***

-0.026***
(0.006)***

-0.026***
(0.006)***

-0.026***
(0.006)***

IMPORT 0.036***
(0.010)***

0.036***
(0.010)***

0.036***
(0.010)***

0.036***
(0.010)***

SIZE 0.005***
(0.003)***

0.005***
(0.003)***

0.004***
(0.003)***

LEV -0.004***
(0.017)***

-0.011***
(0.015)***

0.000***
(0.016)***

ROA 0.045***
(0.025)***

0.050***
(0.025)***

0.047***
(0/022)***

Year -2.966***
(0.316)***

-2.981***
(0.318)***

-2.875***
(0.309)***

-2.968***
(0.319)***

INDUSTRY Yes Yes Yes Yes

Number of Obs. 19,890 19,890 19,890 19,890

R-sq 0.038 0.038 0.036 0.038

Note: Robust t-statistics in parentheses ***p<0.01, **p<0.05, *p<0.1.

government may restrict capital flows to control 
financial market volatility and capital outflows. 
These may include restrictions such as tighter 
controls on foreign exchange and increased capital 
control measures. These restrictions may make 
it increasingly difficult for companies to make 
OFDI, thereby limiting their capital liquidity and 
f lexibility. Second, Chen et al. (2019) reached 
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the same conclusion that when the uncertainty 
of China’s economic policies increases, OFDI 
firms face greater financing constraints and their 
endogenous f inancing funds are constrained. 
Moreover, firms have a harder time obtaining 
funds from external banks and equity markets, 
which inhibits OFDI. Third, when occupying 
home market opportunities in the presence of high 
economic policy uncertainty, firms are more likely 
to seek opportunities within the domestic market 
to secure position. FEPU regression results are also 
significantly negative at 1% level of significance. 
This indicates that the greater the index of 
economic policy uncertainty in a foreign country, 
the less likely it is for Chinese firms to make 
OFDI. Several factors contribute to this, including 
currency risk and exchange rate f luctuations. 
Uncertainty in foreign economic policies could 
result in greater currency fluctuations in the target 
country. This can increase the exchange rate risk 
for Chinese companies making OFDI. Uncertain 
economic policies may lead to uncertainty in 
currency devaluation or appreciation expectations, 
causing firms to be more cautious of international 
investments. Second, policy restrictions and 
protectionism are an issue. Foreign economic 
policy uncertainty may lead to policy restrictions 
and protectionist measures. Policy shifts and 
uncertainties may result in an increase in OFDI 
barriers, such as investment controls and market 
access restrictions. This will reduce the possibility 
of Chinese companies making OFDI. Third, 
the purpose of risk evaluation. When making 
OFDI, enterprises must conduct risk assessment, 
including policy risk assessment. Zhu (2019) 
suggested that the increase in foreign economic 
policy uncertainty will make the foreign market 
environment more complex, companies will 
reduce cross-border investment for market-seeking 
purposes, and hold a wait-and-see attitude toward 
such investment. This suggests that Chinese firms 
tend to adopt a conservative wait-and-see strategy, 
and reduce their foreign direct investment to reduce 
risk whenever economic policy uncertainty in the 
home country or abroad rises in the previous year. 

The regression results of the other control 
variables are analyzed as follows. There is a 
positive correlation between the market potential 
of a foreign country (PGDP) and the probability 
of OFDI by firms. This indicates that the higher 
the market potential of a foreign country, the 
higher the probability of Chinese firms investing 
directly in that country. There are two reasons 
for this. First, a higher GDP per capita usually 
implies a higher level of consumption power and 
demand in that country. Chinese companies can 
enter such a country through direct investment 
to meet local consumer demands for high-quality 
products and services, thereby increasing market 
share and revenue. Second, countries with a high 
GDP per capita usually have greater technological 
and intellectual innovation capacity. By making 
direct investments in these countries, Chinese 
companies can acquire advanced technology, 
management experience, and market insight, 
thereby facilitating technological upgrading, 
boost ing the compet it iveness of domest ic 
enterprises. The level of economic openness of 
foreign countries (OPEN) correlates negatively 
with the probability of OFDI by firms, indicating 
that the higher the level of economic openness 
of foreign countries, the less attractive it is 
for Chinese firms to make OFDI. This may be 
because the greater the openness of a foreign 
economy, the greater the oppor tunities and 
resources. As a result, Chinese firms invest more 
time and energy to enter the market and ensure 
success. In addition, foreign governments may 
adopt protectionist policies that restrict foreign 
firms from making direct investments in their 
countries, thus diminishing the attractiveness 
of OFDI by Chinese firms. However, there is a 
significant positive correlation with a foreign 
country’s impor t of goods from developing 
economies outside the region (IMPORT). This 
indicates that when making overseas investments, 
Chinese firms prefer to consider the demand 
degree of the foreign country rather than the 
supply degree of the foreign country itself. In 
addition, the foreign country’s natural resource 



endowment (RE) is significantly and negatively 
related to the probability of enterprise OFDI. 
This indicates that the larger the share of natural 
resources exports in the foreign country, the 
greater the likelihood that China will import 
resources to meet the domestic market demand, 
and the lower the likelihood that Chinese firms 
will engage in OFDI.

From the f irm side, the size of the f i rm 
(SIZE) is significantly and positively related to 
the probability of OFDI by the firm at the 1% 
level of significance. The reasons first include  
financial stability. Larger firms usually have 
greater financial resources and can more easily 
afford the required capital expenditures for OFDI. 
Direct investment involves high investments 
such as purchasing assets, building facilities, and 
conducting marketing. Larger companies can 
finance or invest with their own funds more easily, 
thus increasing the probability of OFDI. Second 
are the technological and innovative benefits. 
Larger enterprises usually have technological 
development and innovation advantages. They 
may have self-developed technologies, patents, 
and core competencies. These technological and 
innovative capacities can contribute to OFDI by 
enhancing product competitiveness and market 
share. However, this impact is insignif icant. 
There are three reasons for this. First are resource 
constraints. Theoretically, larger firms have more 
capital and resources, but in practice they may 
face other capital needs and constraints. These 
constraints may arise from financial constraints, 
debt burdens, operating costs, and the need for 
other investment plans. Thus, while larger firms 
may have the potential to make OFDI,  due to 
resource constraints, they may not be able to 
fully capitalize on this opportunity. Second, 
business focus. Larger f i rms may be more 
focused on consolidating and expanding domestic 
market position, which is likely to be the long-
term source of profits. This may make them less 
interested in investing in international markets, or 
less likely to pursue outbound direct investment. 
Rather than investing in new international 

markets, f irms may prefer to expand within 
existing core markets. Third are legal and policy 
restrictions. Some countries impose restrictions 
and regulatory measures on OFDI, especially for 
larger firms. These legal and policy restrictions 
may expose larger firms to additional challenges 
and uncertainties, thus decreasing the probability 
of OFDI. The profitability of enterprises (ROA) has 
a positive impact on Chinese enterprises OFDI. 
The reasons are as follows. First is the reason 
of cash f low. High profitability firms can often 
generate more cash flows and profits on their own 
and have more funding sources. This facilitates 
fundraising efforts for OFDI. High profitability 
increases a company’s creditwor thiness and 
attractiveness. This leads to better financing terms 
and an expansion of the scale and scope of outward 
investment. Second, it increases competitiveness. 
Firms with greater profitability are usually more 
competitive. High profitability ref lects a firm’s 
efficiency, capacity for innovation, and ability to 
provide products and services with a competitive 
advantage. This makes the firm more attractive 
and capable of entering and developing foreign 
markets, as well as better at competing globally 
with other firms. Increased profitability improves 
a firm’s negotiating power and position in foreign 
investments. Moreover, each year contributes -2.96 
to the change in the dependent variable OFDI, 
meaning as the year increases, OFDI decreases.

T he robu s t ness  t e s t  wa s  conduc t ed  by 
substituting the previous year’s EPU index with 
the current year’s index. If the lagged term is 
not used, the default economic policy change in 
the current year has an immediate impact on the 
decision making of corporate decision makers in 
the current year and on corporate OFDI at that 
time. As shown in Table 6, the regression results 
for CEPU are significantly negative at the 1% 
level of significance, and the regression results 
for FEPU are significantly negative at the 1% 
level of significance. The previous regression 
results of the benchmark model have not changed. 
The robustness of the benchmark model is fully 
illustrated.
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V. Conclusion

As a result of the promotion of China’s going-
out policy, an increasing number of enterprises 
are opting to enter the international market, and 
both the f low and stock of Chinese OFDI have 

Table 6. Robustness Test Results

Variable (1) (2) (3) (4)

CEPUt-1 -0.009***
(0.004)***

-0.009***
(0.004)***

-0.009***
(0.004)***

-0.009***
(0.004)***

FEPUj,t-1 -0.007***
(0.002)***

-0.007***
(0.002)***

-0.007***
(0.002)***

-0.007***
(0.002)***

PGDP 0.067***
(0.010)***

0.067***
(0.010)***

0.067***
(0.010)***

0.067***
(0.010)***

OPEN -0.004***
(0.001)***

-0.003***
(0.001)***

-0.003***
(0.001)***

-0.003***
(0.001)***

RE -0.029***
(0.006)***

-0.029***
(0.006)***

-0.029***
(0.006)***

-0.029***
(0.006)***

IMPORT 0.015***
(0.010)***

0.015***
(0.010)***

0.015***
(0.010)***

0.015***
(0.010)***

SIZE 0.005***
(0.003)***

0.005***
(0.003)***

0.005***
(0.003)***

LEV -0.008***
(0.017)***

-0.011***
(0.017)***

-0.004***
(0.017)***

ROA 0.018***
(0.024)***

0.023***
(0.024)***

0.023***
(0.023)***

YEAR -3.326***
(0.373)***

-3.335***
(0.375)***

-3.211***
(0.367)***

-3.328***
(0.373)***

INDUSTRY Yes Yes Yes Yes

Number of Obs. 18,720 18,720 18,720 18,720

R-sq. 0.015 0.015 0.014 0.015

Note: Robust t-statistics in parentheses ***p<0.01, **p<0.05, *p<0.1.

experienced rapid and steady growth. Regarding 
empirical analysis, this paper chose a panel 
fixed effect model to determine the relationship 
between the role of economic policy uncertainty 
and Chinese firm OFDI. Overall, the analysis 
provides insights into the factors inf luencing 



OFDI by Chinese f irms, including economic 
policy uncertainty, market potential, economic 
openness, firm size, and profitability.

First, the regression results indicate that CEPU 
has a significantly negative impact on OFDI, 
indicating that greater levels of uncertainty 
in economic policies reduce the likelihood of 
firms making OFDI. The negative relationship is 
influenced by capital flow restrictions, financing 
constraints, and a focus on the home market. 
This means that the Chinese government needs 
to provide a stable and predictable policy 
environment. This will help enterprises in coping 
with external risks, reduce the perception of the 
riskiness of OFDI, and increase willingness to 
invest. Furthermore, FEPU in target countries 
has a negative impact on Chinese firm OFDI. 
This relationship is influenced by currency risk, 
policy restrictions, and risk assessment, which 
causes firms to be more cautious of cross-border 
investments.

Next, the control variable analysis reveals that 
the market potential of foreign countries (PGDP) 
has a positive correlation with the probability 
of OFDI, as a higher GDP per capita signifies 
greater consumption power, demand, and access 
to advanced technology and knowledge. There 
is a negative correlation between the level of 
economic openness in foreign countries (OPEN) 
and the probability of OFDI, as greater economic 
openness implies more competition and potential 
barriers for Chinese firms. Import of goods from 
developing economies (IMPORT) by the foreign 
country influences OFDI positively, suggesting 
that Chinese firms consider the degree of demand 
rather than the degree of supply of the foreign 
country when investing. The natural resource 
endowment (RE) of the foreign country has 
a negative effect on the probability of OFDI, 
indicating that Chinese firms are more likely 
to import resources to meet domestic market 
demand than to invest in foreign countries with 
abundant natural resources. Therefore, before 
making OFDI, firms should fully understand 
and master the financial policies, legal system, 

infrastructure, business environment, and other 
related information of the foreign country, and 
engage in cautious investment behavior.

Meanwhile, size of the firm (SIZE) influences 
the probability of OFDI positively from the firm’s 
perspective, primarily due to financial strength 
and technology/innovation advantages. However, 
this effect may be limited by resource constraints, 
business focus, and legal/policy restrictions. The 
profitability of enterprises (ROA) has a positive 
effect on OFDI, as greater profitability enables 
firms to generate more cash f lows and attract 
investment capital. It also increases international 
market competitiveness and negotiating leverage. 
Lastly, there is a negative relationship between 
the year and OFDI, suggesting a decreasing 
trend in OFDI over time. Therefore, the Chinese 
government should take the lead in establishing a 
multi-level capital market, building a new platform 
for open cooperation, building and broadening 
corporate f inancing channels, encouraging 
diversif ied financing methods, and loosening 
restrictions on capital borrowing by SMEs.

During the process of overseas investment, 
Chinese companies can fully learn and utilize 
foreign high technology, improve the technology 
according to China’s national conditions and 
consumer demand, and apply it on a large scale to 
their production. This will not only improve the 
productivity and profitability of the enterprises 
but will also promote the industrial progress of the 
entire country. Therefore, the Chinese government 
shou ld  encou r age  a nd a dvoca t e  ove r sea s 
investment by companies searching for technology. 
However, compared to labor-intensive and capital-
intensive enterprises, the OFDI behavior of 
technology-seeking enterprises is more susceptible 
to fluctuations in economic policies. To advocate 
technology-seeking enterprises to conduct OFDI 
activities, the government should establish a sound 
and targeted policy protection system. In addition, 
firms should strengthen their R&D investment and 
risk resistance capabilities, as well as the ability to 
respond flexibly according to situation.
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Appendix

Measurement of EPU by Baker et al. (2016)

Uncertainty is not a new concepta, but the impact of uncertainty in economic policy on the economy has 
attracted the attention of many scholars since the 2008 global financial crisis. 

Several scholars, such as Baker et al. (2016), have provided a novel definition of economic policy 
uncertainty. Baker et al. (2016) identified policy uncertainty as the economic risk caused by the uncertainty 
of government changes in fiscal policy, monetary policy, and tax policy. There are two sources of uncertainty. 
First is the uncertainty created when the government intervenes in the economy by introducing various 
policies to stop a recession, or even a crisis, when the economy is in a recession. The other is a shock caused 
by sudden external events to the economy, such as terrorist attacks, the emergence of a new epidemic, 
a change in government leadership, financial crisis, which makes the future of economic performance 
uncertain.

To cope with the negative impact of the economic environment fluctuations, the government introduces 
corresponding policy measures, which generate economic risks due to its inability to predict policy outcomes. 
Most scholars in academia accept, widely adopt, and apply this definition in research. Baker et al. (2016) used 
text retrieval and filtering methods via web search engines and social media by calculating the frequency of 
terms related to the economy, policy, and uncertainty in the news. The economic policy uncertainty index 
was constructed as a quantitative measure of economic policy uncertainty. This study employed the economic 
policy uncertainty index developed by Baker et al. (2016). Co-published by Stanford University and the 
University of Chicago, the index is relatively mature and widely accepted.

Because enterprises and consumers in the market economy mainly obtain the latest market information 
through the news media, timely access to news information will be an important basis in the majority of 
economic agent decisions. For example, when media reports of economic policy uncertainty in a foreign 
country increase, multinational enterprises will reduce OFDI to the foreign country out of caution. OFDI 
inflows are likely to increase only when the economic environment becomes stable.

Therefore, Baker et al. (2016) built an economic policy uncertainty (EPU) index globally and for each 
major economy by counting data from major media reports on economic policy uncertainty in each country. 
The construction of the EPU index is mainly based on news reports. Therefore, the choice of the news 
platform affects the accuracy of the EPU index. Therefore, the researchers mainly select major news media 
with strong authority and credibility, both locally and internationally, as news screeners. Each country’s 
EPU Index reflects the relative frequency of articles in the country’s leading newspapers, which contain 
three terms related to the economy (E), policy (P), and uncertainty (U) during a given month. In other words, 
the national EPU index value for each month is proportional to the proportion of articles discussing EPU in 
national newspapers during the month. Furthermore, it is vital to note that the economic policy uncertainty 
index does not only refer to the uncertainty caused by changes in government economic policies, it also 
includes economic uncertainty caused by, for example, financial crises, terrorist attacks, wars, environmental 
issues, and major political events.

a. Knight (1921) argued that a fundamental difference exists between “uncertainty” and “risk”. In the research, the 
difference between risk and uncertainty lies in the availability of the probability distribution of the occurrence of 
the event. Uncertainty means that the outcome of an event cannot be predicted or calculated in advance by any form 
of mathematics, experience, or reasoning. Following 『General Theory written by Keynes, he argued that economic 
behavior is influenced by uncertainty about future expectations, and that the nature of economic fluctuations in the 
market is actually instability due to uncertainty about the future.
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A brief explanation of Baker’s EPU calculation method is provided. The United States EPU index consists 
of three components. The first component is the news index, calculated by constructing an index of search 
results from 10 major newspapers across the United States to portray economic policy uncertainty. The 
second component is the Tax Law Failure Index, which is mainly compiled by the Congressional Budget 
Office (CBO) with a list of all temporary federal tax law provisions. The third component is the economic 
forecast spread index, which is calculated using the spread of the Federal Reserve Bank’s (FED) inconsistent 
economic forecasts for the future economy.

The EPU index for all other countries is the News-Based EPU, the initial component of the composite 
index. The researchers set a series of keywords such as "policy" and "uncertain/uncertainty" as the search 
target for each country’s major local news media. The search results were normalized to the EPU index using 
a series of keywords such as “policy”, “regulation”, “economic/economy”, and other related articles reflecting 
economic policy uncertainty.

For China, a mixed index is used, meaning an average of an index based on the South China Morning Post 
in Hong Kong, China, and an index based on mainland newspapers (People’s Daily and Guangming Daily). 
The South China Morning Post in Hong Kong, China, was founded in November 1903, and currently has a 
circulation of approximately 110,000. It has been one of the most credible newspapers in Hong Kong, China, 
and Asia. 
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Ⅰ. Introduction

Managerial risk-taking is a crucial aspect of 
corporate governance and has been extensively 
researched in the field of corporate finance for 
many years. The prominent role of managerial 
risk-taking should not be overlooked, because a 
managerial strategy would be futile if it cannot 
address the risks associated with an unpredictable 
organizational environment (Hoskisson et al., 
2017). Agency theory posits that shareholders 
are risk-neutral, because they can reduce risks by 
diversifying their ownership portfolios (Murphy, 
1999). Conversely, corporate executives, whose 
financial wealth and non-financial benefits are 
heavily concentrated in the firms, are inherently 
r isk-averse and wil l therefore avoid r isky 
projects and adopt less risky corporate strategies 
(Hoskisson et al., 2009; Smith & Stulz, 1985).

E q u i t y- ba se d  c omp e n s a t ion  ( EBC),  a 
mechanism der ived f rom agency theory, is 
granted to CEOs to align their interests with those 
of shareholders. EBC structures the managers’ 
payoff as a convex function of stock return 
volatility. In other words, an increase in the firm’s 
stock price will enhance the value of CEOs’ stock 
and option holdings in the firm, making risky 
investments more appealing to CEOs (Agrawal & 
Mandelker, 1987; Haugen & Senbet, 1981; Smith 
& Stulz, 1985). Consequently, EBC encourages 
CEOs to take more risks by increasing their 
payoffs from maximizing the firm’s stock price 
(Carpenter et al., 2003; Rajgopal & Shevlin, 
2002). Additionally, recent literature indicates that 
EBC promotes managerial risk-taking by reducing 
CEOs’ apprehension about unemployment (Cowen 
et al., 2016).

Although Hoskisson et al. (2017) find that EBC 
can encourage CEOs’ risk-taking propensity when 
implemented within certain limits, other studies 
present contrasting views. Lambert et al. (1991), 
for instance, suggest that executive stock options 
could potentially heighten CEOs’ risk aversion 
if the options are highly likely to be profitable. 
Wiseman and Gomez-Mejia (1998) propose that 
the accumulated value of EBC could negatively 

affect CEOs’ inclination towards risky strategies, 
as they may perceive their wealth to be at risk, 
given that more of their wealth is tied to firm 
performance. Sanders (2001) contends that two 
forms of EBC, namely restricted stock options 
and short-term incentives, dissuade CEOs from 
undertaking risky investments. Similarly, Seo 
and Sharma (2018) also discover that the positive 
effect of EBC on CEOs’ risk-taking progressively 
diminishes as CEOs engage in increasingly risky 
projects to pursue uncertain high returns.

Although EBC cannot fully determine CEOs’ 
risk-taking behavior (Hoskisson et al., 2017), 
the influence of EBC on managerial risk-taking 
remains uncertain. A contingent factor, such as 
CEO power—defined as the extent to which a 
CEO has dominant decision-making power and 
authority over a firm’s management (Bebchuk et 
al., 2011)—has been examined extensively in the 
literature on CEO power and managerial risk-
taking. The relationship between CEO power 
and managerial risk-taking has elicited divergent 
views in previous studies. For instance, May 
(1995) suggests that a more powerful CEO might 
be risk-averse and reluctant to undertake risky 
yet value-increasing investments. Pathan (2009) 
demonstrates that CEO power negatively affects 
managerial risk-taking. Parrino et al. (2005) find 
that in leveraged firms, such as banks, powerful 
managers tend to choose overly safe projects. 
Tadele and Kalyebara (2020) measure CEO power 
by CEO duality and tenure, finding a negative 
cor relat ion between CEO power and r isks. 
Conversely, Lewellyn and Muller-Kahle (2012) 
argue that CEO power positively correlates with 
the excess risks taken by CEOs. Chen and Zheng 
(2014) contend that CEOs with longer tenures, 
confident in managing uncertainties and risks 
with their experience and skills, may induce 
higher risks.

While numerous studies have explored the 
relationship between managerial risk-taking 
and incentive compensation, as well as the 
relationship between managerial risk-taking and 
CEO power, independently, the existing literature 
does not offer a unified conclusion. Moreover, 
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managerial risk-taking is complex and influenced 
by a multitude of factors, a slight modification of 
which could alter a CEO’s propensity to take risks. 
Therefore, examining the inf luence of a single 
factor on managerial risk-taking does not provide 
a comprehensive explanation. Consequently, it 
is both logical and crucial to examine the effects 
of incentive compensation and CEO power on 
managerial risk-taking in a combined manner.

However, the interplay between incentive 
compensation and CEO power in relation to 
managerial risk-taking is less studied. Drawing 
on previous literature, this study investigates 
the combined effect of incentive compensation 
and CEO power on managerial risk-taking, as 
indicated by earnings volatility and stock return 
volatility. We estimate equity incentives of EBC 
using pay-volatility sensitivity (PVS) or vega, a 
measure of the sensitivity of CEO wealth to stock 
return volatility (Coles et al., 2006). Furthermore, 
we gauge CEO power using CEO pay slice (CPS), 
defined as the CEO’s compensation proportionate 
to the total compensation of the top five executive 
members of the firm, including the CEO (Bebchuk 
et al., 2011; Li et al., 2022).

This study contributes to the existing literature 
by examining whether the presence of PVS (CPS) 
influences or alters the effect of PVS (CPS) on 
managerial risk-taking. An additional contribution 
is that we separate observations based on the 
median of the CPS, which provides insights into 
the effects of PVS on managerial risk-taking at 
both low and high levels of CPS.

Our f indings indicate that both PVS and 
CPS negatively affect managerial risk-taking. 
More specifically, the adverse effect of PVS on 
managerial risk-taking is more pronounced for 
CEOs with lower CPS levels than for those with 
higher CPS levels. In other words, under EBC, 
CEOs with more power tend to be less risk-averse 
than those with less power. While EBC does not 
successfully encourage CEOs to take on risks, its 
negative effect on managerial risk-taking varies 

1. To address endogeneity issues, Rajgopal and Shevlin (2002), Rogers (2002), and Coles et al. (2006) attempt to use a 
system of simultaneous equations, while Armstrong and Vashishtha (2012) employ instrumental variables.

between less powerful and more powerful CEOs.
The remainder of the paper is structured as 

follows. Section 2 reviews the relevant literature. 
Section 3 develops our empirical hypotheses. 
Sect ion 4 descr ibes the data and empir ical 
methodologies, and Section 5 presents our results. 
Section 6 concludes the paper.

Ⅱ. Literature Review

A significant body of literature underscores 
the positive correlation between managerial 
risk-taking and the sensitivity of CEO wealth 
to stock return volatility, also known as PVS or 
vega. Guay (1999), for instance, explains that the 
convex payoff structure generated by option grants 
determines the degree to which CEO wealth is 
sensitive to stock return volatility, PVS, and that 
there exists a positive correlation between PVS and 
a firm’s stock return volatility. Coles et al. (2006) 
deduce managerial risk-taking from the financial 
and investment policies enacted and discover that 
a higher vega incentivizes CEOs to opt for riskier 
policies. These include increased investment in 
research and development, reduced investment in 
property, plant, and equipment, a narrower focus 
on fewer business lines, and higher leverage.

Low (2009) proposes estimating f irm risk 
directly through the variance of daily stock returns, 
as this volatility encapsulates the cumulative effect 
of all managerial risk-taking activities. Moreover, to 
tackle endogeneity issues stemming from selection 
bias and omitted variables (Coles et al., 2014; Feng 
& Rao, 2018), and to more accurately determine 
the causal effect of CEO incentive compensation 
on managerial risk-taking decisions, Low (2009) 
recommends investigating whether CEOs alter 
firm risks in response to exogenous risks, rather 
than utilizing a system of simultaneous equations 
or implementing instrumental variables.1 Low 
(2009) concludes that it is the CEO’s portfolio vega 
that incites CEO risk-taking. 
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Gormley et al. (2013) explore the reactions 
of CEOs to increases in unanticipated material 
risk, specifically the risk of substantial legal 
l iabil it ies and expensive regulat ion, under 
their previous equity incentives. They discover 
that CEOs with higher PVS do not typically 
respond to counterbalance the heightened risk, 
as they are less inclined to reduce risk in the 
face of exogenous shocks. Similarly, Chava and 
Purnanandam (2010) observe that CEOs with 
higher PVS tend to assume greater leverage in 
firms. Armstrong and Vashishtha (2012) 

present a parallel argument, suggesting that 
CEOs with higher PVS are motivated to escalate 
firm risks.

While a significant body of literature suggests 
that pay-for-performance sensit ivity (PVS) 
positively influences a firm’s risk-taking, some 
studies dispute the existence of a direct positive 
correlation between PVS and managerial risk-
taking. For instance, Bharati and Jia (2018) find 
no evidence of vega positively affecting the risk-
taking of banking firms. Similarly, Feng and Rao 
(2018) discover a positive relationship between 
vega and a firm’s cash holdings, which is more 
pronounced in f irms exhibiting higher r isk 
aversion. Chakraborty et al. (2019) contend that 
PVS does not affect the risk level of firms with 
high social responsibility. Iqbal and Vahamaa 
(2019) conclude that the relationship between 
vega and managerial risk-taking is ambiguous and 
unstable.

Compared with the widely used PVS for 
measuring equity incentives and investigating the 
relationship between incentive compensation and 
managerial risk-taking, CEO pay slice (CPS), a 
proxy for CEO power, has received less attention. 
CPS, as defined by Bebchuk et al. (2011), is the 
fraction of the top-five ranked compensation that 
CEOs receive. Liu and Jiraporn (2010) use CPS 
to represent the relative importance of the CEO 
in the top management team, providing evidence 
that powerful CEOs are more likely to undertake 
risk-reducing projects. Following Bebchuk et 
al.’s (2011) method of estimating CEO power, 

Chintrakarn et al. (2015) discover that CEOs with 
smaller CPS are more risk-averse, and an increase 
in CPS leads to less risky corporate strategies. 
However,  when CPS su r passes  a  ce r t a i n 
threshold, specifically the 75th percentile of CPS, 
an increase in CPS correlates with less moderate, 
more risk-taking strategies.

Recent studies have begun to directly explore 
whether a CEO’s power can inf luence the 
relationship between equity incentives and risk-
taking, as well as the interaction between these 
factors. More specifically, these studies question 
whether CEO power or equity compensation 
has a greater inf luence on a firm’s propensity 
for risk-taking. For instance, Victoravich et al. 
(2011) develop an index to measure CEO power, 
incorporating five control variables: CEO duality, 
a staggered board of directors, the proportion of 
insiders on the board, the proportion of affiliated 
board members, and whether the CEO is a 
founder. They discovered that, in the banking 
sector, the level of CEO power does not affect the 
relationship between equity compensation and 
a firm’s risk-taking. Their findings suggest that 
when a CEO’s personal wealth is closely tied to 
the long-term value of the firm, more powerful 
CEOs are more likely to take on additional risk.

Ⅲ. Hypotheses

Existing literature does not agree on the 
relationship between PVS and managerial risk-
taking, nor on the connection between CPS and 
managerial risk-taking. While numerous studies 
document a positive effect of PVS on managerial 
risk-taking (Armstrong & Vashishtha, 2012; 
Chava & Purnanandam, 2010; Coles et al., 
2006; Guay, 1999; Gormley et al., 2013; Low, 
2009), others suggest that the effect of PVS may 
not be inherently positive (Bharati & Jia, 2018; 
Chakraborty et al., 2019; Feng & Rao, 2018; Iqbal 
& Vahamaa, 2019).

Compared with PVS, the inf luence of CPS 
on manager ial r isk-taking remains largely 



unexplored. The effect of CPS on managerial 
risk-taking is inconsistent. Liu and Jiraporn 
(2010) provide evidence that powerful CEOs are 
more likely to undertake risk-reducing projects. 
Conversely, Chintrakarn et al. (2014) discover that 
CEOs with less CPS tend to be more risk-averse. 
However, CEOs with CPS levels exceeding the 
75th percentile are more likely to adopt risky 
strategies. The aforementioned literature examines 
the relationship between PVS and managerial 
risk-taking, as well as the relationship between 
CPS and managerial risk-taking separately, and 
has not arrived at a consistent conclusion. Given 
that using either PVS or CPS exclusively fails 
to explain managerial risk-taking, we formulate 
hypotheses to examine the effect of PVS (CPS) 
on managerial risk-taking in the presence of CPS 
(PVS):

 
H1: CPS influences the effect of PVS on 

managerial risk-taking.

H2: PVS influences the effect of CPS on 
managerial risk-taking.

The empirical findings from Chintrakarn et al. 
(2015) suggest that CEOs with less power tend to 
avoid risk and make moderately risky decisions, 
and an increase in CPS will lead CEOs to adopt 
less risky corporate strategies. However, as a 
CEO’s power increases and surpasses a certain 
threshold, they are more inclined to adopt risky 
strategies. Specifically, more powerful CEOs, 
confident in their ability to control the decision-
making process despite potential objections, 
exhibit less risk aversion than their less powerful 
counterparts, and are therefore more likely to 
make risky investment decisions when granted 
EBC (Chintrakarn et al., 2015). Consequently, we 
examine the following hypothesis:

H3: The effects of PVS on risk-taking for 
CEOs with high CPS differ from those for 
CEOs with low CPS.

Ⅳ. Data and Methodology

1. Data Sources

We primarily gather data from three databases. 
We extract data on stock returns from the Centre 
for Research in Security Prices (CRSP) database 
and accounting and financial data of firms from 
the CompuStat database. We collect data on 
CEO compensation from the Standard & Poor’s 
ExecuComp database, which we use to calculate 
CPS and PVS.

Our sample period is 1992 to 2019, because 
the ExecuComp dat abase does not  supply 
compensation data prior to 1992. Furthermore, 
owing to the ExecuComp database’s differing 
reporting formats for accounting for EBC before 
and after the fiscal year 2006, we employ distinct 
methods to compute PVS for the periods 1992–
2006 and 2006–2019, in accordance with Coles 
et al. (2006). We also source risk-free rates for 
the period 1992–2006 from the Federal Reserve 
website to calculate option value using the Black–
Scholes–Merton model.

The ExecuComp database sometimes fails 
to identify certain executives as CEOs, even 
though, according to the dates they assumed and 
left the CEO position, they appear to have been 
CEOs during the specified fiscal years. We have 
classified such executives as CEOs. Furthermore, 
in line with Coles et al. (2006), we have excluded 
financial firms and utilities from our sample, 
as these highly regulated industries may cause 
CEOs to behave differently when granted EBC. 
To mitigate the effects of extreme values, we 
have winsorized PVS and CPS at the 5th and 95th 
percentiles. After removing missing values, our 
data comprise 31,584 firm-year observations for 
CEO’s PVS from 2,732 unique firms, and 23,603 
firm-year observations for CPS from 1,958 unique 
firms during the sample period.

Table 1 presents the descriptive statistics of 
the key variables used in the regression analyses. 
Earnings volatility, one of the dependent variables, 
has a mean of 0.0428 and a median of 0.0287, 
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aligning with the findings of Boubakri et al. 
(2013), which reported a mean and median of 
0.035 and 0.023, respectively. Another dependent 
variable, stock return volatility, exhibits a mean 
of 0.0271 and a median of 0.0237, consistent 
with the findings of Bettis et al. (2018) and Coles 
et al. (2006), which reported means of 0.024 
and 0.0305, respectively. One of the primary 

independent variables, PVS, has a mean of 4.0289 
and a median of 4.3047, in line with the findings 
of Coles et al. (2006), which reported a mean of 
2.69. The other primary independent variable, 
CPS, has a mean of 0.3966 and a median of 
0.4036, consistent with the findings of Bebchuk 
et al. (2011) and Li et al.(2022), which reported 
means of 0.357 and 0.37, respectively. 

Table 1. Descriptive Statistics of Key Variables

Variables N Mean SD Minimum Q1 Median Q3 Maximum

E.volatility 70 0.0428 0.0472 0.0011 0.0170 0.0287 0.0505 0.9630

R.volatility 70 0.0271 0.0198 0.0038 0.0176 0.0237 0.0321 1.1627

PVS 70 4.0289 1.8367 0.0000 3.0912 4.3047 5.3023 9.1643

lag(PVS) 70 4.0289 1.8368 0.0000 3.0912 4.3049 5.3023 9.1643

CPS 70 0.3966 0.1098 0.0000 0.3336 0.4036 0.4621 0.9768

lag(CPS) 70 0.3966 0.1098 0.0000 0.3336 0.4037 0.4621 0.9768

Market cap 70 11116 32608 3.9741 731.65 2110.1 7327.8 504239

Firm size 70 7.7855 1.6842 1.3798 6.5953 7.6545 8.8994 13.1308

MtB 70 4.0784 12.7521 0.0912 1.6506 2.5582 4.0667 759.6177

ROA 70 0.0427 0.1316 -2.9084 0.0214 0.0569 0.0933 0.9534

Stock return 70 0.0007 0.0024 -0.0197 -0.0002 0.0007 0.0015 0.1296

Leverage 70 0.1845 0.1600 0.0000 0.0216 0.1690 0.2893 0.8522

CapEx 70 0.0457 0.0423 -0.3689 0.0203 0.0345 0.0582 0.7824

R&D 70 0.0469 0.0642 0.0000 0.0047 0.0240 0.0692 1.0029

CEO tenure 70 11.4061 7.1066 2.0000 7.0000 10.0000 14.0000 61.0000

CEO age 70 4.0224 0.1240 3.3673 3.9512 4.0254 4.1109 4.5109

Note: This table presents the descriptive statistics of the key variables. E.volatility denotes earnings volatility, 
defined as the volatility of the firm’s EBITDA to total assets ratio. R.volatility signifies stock return 
volatility, calculated as the annualized standard deviation of daily stock returns throughout the fiscal 
year. PVS refers to pay for volatility sensitivity, represented by the logarithm of one plus PVS, which 
measures the sensitivity of CEO wealth to stock return volatility. CPS is the proportion of total 
compensation (as per ExecuComp item TDC1) received by the CEO out of the top-five executives’ total 
compensation. Firm size is the logarithm of market capitalization, the product of a firm’s outstanding 



shares and share prices. MTB is the ratio of the market value of assets to the book value of assets, 
serving as a proxy for investment opportunities. ROA, or return on assets, is calculated by dividing 
operating income by the book value of assets. Stock return refers to the return over the fiscal year. Book 
leverage is the total debt to total assets ratio. CapEx is the capital expenditures to assets ratio. R&D is 
the R&D expenditures to total assets ratio. CEO tenure is the logarithm of the years the CEO has held 
the position. CEO age is the logarithm of the CEO’s age as reported on Compustat. The data on PVS is 
measured in USD, market capitalization is in millions of USD, and CEO tenure and age are measured in 
years.

Table 2 displays the sample correlations of 
the key variables employed in the regression 
analyses. The major ity of the cor relat ions 
between these variables are significant at the 1% 
level. The correlation coefficient between stock 
return volatility and earnings volatility is 0.26, 

suggesting a weak positive correlation. Conversely, 
the correlation coefficients of PVS with stock 
return volatility and earnings volatility are -0.17 
and -0.11, respectively, suggesting weak negative 
correlations.

Table 2. Sample correlations of key variables

E.vol R.vol PVS LPVS CPS LCPS Size MTB ROA Ret Lev CapEx R&D Ten Age

E.vol 1

R.vol 0.26* 1

PVS -0.11* -0.17* 1

lPVS -0.12* -0.15* 0.72* 1

CPS -0.10* -0.10* 0.21* 0.14* 1

lCPS -0.09* -0.08* 0.15* 0.21* 0.39* 1

Fsize -0.24* -0.34* 0.48* 0.42* 0.14* 0.12* 1

MTB 0.07* -0.01 0.03* 0.01 0.01 0 0.10* 1

ROA -0.29* -0.26* 0.11* 0.08* 0.09* 0.04* 0.28* 0.02 1

Ret 0.04* 0.49* -0.02* -0.05* -0.01 -0.01 0.05* 0.07* 0.11* 1

Lev -0.17* -0.09* 0.07* 0.07* 0.12* 0.11* 0.15* 0.08* -0.09* -0.06* 1

CapEx 0.05* 0.06* -0.01 -0.02 -0.04* -0.04* -0.02* 0.03* 0.09* -0.02 -0.06* 1

R&D 0.43* 0.15* 0.01 0 -0.12* -0.12* -0.09* 0.08* -0.31* 0.02 -0.24* -0.08* 1

Ten 0 0.02* 0.02* 0.01 -0.06* -0.05* -0.04* -0.01 0.07* 0.02* -0.10* -0.01 0.02 1

Age -0.11* -0.11* -0.03* -0.01 0.04* 0.06* 0.06* -0.02* 0.08* -0.01 0.05* -0.05* -0.11* 0.26* 1

Note: This table presents the correlations of the principal variables. The data sample encompasses the fiscal 
years from 1992–2019. E.vol denotes earnings volatility, R.vol signifies stock return volatility, PVS 
represents pay for volatility sensitivity, CPS refers to the CEO pay slice, MTB is the market-to-book 
ratio, Ret is the stock return, Lev stands for book leverage, CapEx is the capital expenditure, Ten 
indicates CEO tenure, and Age is the CEO's age. An asterisk (*) denotes a statistical significance level of 
5% or less.
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2. Methodology

2.1. Managerial Risk-taking

In line with the methods of Bettis et al. (2018) 
and Coles et al. (2006) we assess the risk taken 
by CEOs using the logarithm of the standard 
deviation of daily stock returns (R.vol) over 
the fiscal year. This approach aligns with the 
literature, because estimating firm risk with the 
risk of the firm’s debt or with the volatility of 
yearly cash flow proves unstable, owing to data 
scarcity (Low, 2009). Moreover, using equity risk 

Evoli,t =
1

T − 1
� Ei,t −

1
T
� Ei,t

T

t=1

2T

t=1

where Ei,t =
EBITDAi,t

Total Asseti,t
 

Option value = Se−dTN Z − Xe−rTN Z− σT 1 2⁄

Where 𝑍 = ln S X⁄ + T r − d + σ2
2� σ⁄ T 1 2⁄

to approximate firm risk aligns with the reality 
that executive stock options are based on the 
firm’s equity (Low, 2009).

Another indicator of managerial risk-taking 
is the volat il ity of company-level earnings 
(E.vol), defined as the f luctuation in the ratio 
of a company’s earnings before interest, tax, 
depreciation, and amortization (EBITDA) to its 
total assets. Following the approaches of John et 
al. (2008), Faccio et al. (2011), and Boubakri et 
al. (2013), we calculate the corporate earnings 
volatility over five-year overlapping periods, as 
follows:

2.2. Equity Incentives: PVS

Our measure of equity incentives is the pay-
volatility sensitivity (PVS), which quantifies the 
sensitivity of a manager’s wealth to a 0.01 change 
in stock-return volatility (Coles et al., 2006). In 
line with Guay (1999), Knopf et al. (2002), and 
Rajgopal and Shevlin (2002), we use the PVS of 
the option portfolio as a proxy for the aggregate 

PVS of the stock and option portfolio, given that 
the PVS of the option portfolio is significantly 
higher than the PVS of the stock por tfolio. 
Following the methodologies of Guay (1999) and 
Core and Guay (2002), which are grounded on 
the Black and Scholes (1973) formula for valuing 
European call options, as adapted by Merton 
(1973), we compute the option value and PVS as 
follows:

N = cumulative probability function for the normal distribution
S = price of the underlying stock
X = exercise price of the option
σ = expected stock-return volatility over the life of the option
r = natural logarithm of risk-free interest rate
T = time to maturity of the option in years
d = natural logarithm of expected dividend yield over the life of the option

The sensitivity of a manager’s wealth with respect to a 0.01 change in stock-return volatility is calculated as

(1)

(2)



PVS =
𝜕 option value
𝜕 stock volatility × 0.01 = e−dTN′ Z ST 1 2⁄ × 0.01 (3)

2.3. CEO Power: CPS

The CPS provides a more objective method 
for estimating CEO power, because it ref lects 
the CEO’s relative importance within the top 

CPSi,t =
CEO compensationi,t

∑ compensation of the firm′s top five executive membersi,t

executive team. As per Bebchuk et al. (2011), 
we compute the CPS as the ratio of the CEO’s 
remuneration to the total compensation of the 
company’s top five executive members, including 
the CEO, as follows:

(4)

Total compensation includes salary, bonuses, 
other annual pay, the total value of restricted 
stock granted within the year, the Black-Scholes 
value of stock options granted within the year, 
long-term incentive payouts, and all other total 
compensation, as reported in the ExecuComp 
item TDC1 (Bebchuk et al., 2011). Following 
Bebchuk et al. (2011), we exclude f irm-year 
observations where the CEO did not serve for the 
entire year, because a low CPS resulting from 

the CEO receiving compensation for only part 
of the year could be misleading. Furthermore, 
compensation data from the ExecuComp database 
are not comparable before and after the format 
used to compute compensation data was altered 
in 2006 (Brockman et al., 2016; Walker, 2011). 
Following the methodologies of Coles et al. (2014) 
and Brockman et al. (2016), we adjust the total 
compensation (TDC1) data from the ExecuComp 
database prior to 2006 as follows:

TDC1 = Salary + Bonus + Rstkgrnt + Performance based stock award + Option awards BLK value 
+ Performance based stock award + Othann + Allothtot2 (5)

J. Glob. Bus. Trade Vol. 19 No. 5 (October 2023), 203-227 211

2. Coles et al. (2014) define the Execucomp variables as follows: (1) Salary refers to the base annual salary; (2) Bonus 
denotes performance-based pay; (3) Rstkgrnt represents the value of restricted stock granted during the year; (4) 
Option awards BLK value signifies the value of options granted during the year; (5) Othann encompasses perquisites 
and other personal benefits, above-market earnings on restricted stock, options/SARs or deferred compensation paid 
during the year but deferred by the officer, earnings on long-term incentive plan compensation paid during the year but 
deferred at the officer's discretion, tax reimbursements, and the dollar value of the difference between the price paid by 
the officer for company stock and the actual market price of the stock under a stock purchase plan that is not generally 
available to shareholders or employees of the company; (6) Allothtot includes severance payments, debt forgiveness, 
imputed interest, payouts for cancellation of stock options, payment for unused vacation, tax reimbursements, signing 
bonuses, 401K contributions, and life insurance premiums.

2.4. Control Variables

Following Bebchuk et al. (2011), Chintrakarn 
et al. (2015), and Coles et al. (2006), we employ 
the subsequent control variables: (1) firm size, 
determined as the logar ithm of the market 
capitalization, a product of the outstanding shares 

and share prices of firms; (2) MTB, the ratio of 
market value of assets to book value of assets, 
serving as a proxy for investment opportunities; 
(3) ROA, the return on assets calculated as 
operating income divided by the book value of 
assets; (4) stock return, the return over the fiscal 
year; (5) book leverage, the ratio of total debt 
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to total assets; (6) CapEx, the ratio of capital 
expenditures to assets; (7) R&D, the ratio of R&D 
expenditures to total assets; (8) CEO tenure, the 
logarithm of the number of years the CEO has 
held the position; (9) CEO age, the logarithm 
of the CEO’s reported age on Compustat; (10) 
industry dummies, capturing the variation across 
industries, determined by the first two digits 
of the SIC; and (11) year dummies, capturing 
the year f ixed effects. Kim and Shin (2022) 
analyze the impact of information asymmetry 
and financial constraints on management risk of 

(6)

Korean listed firms. They use firm size, MTB, 
book leverage, and industry dummies as control 
variables affecting management risk.

2.5. Ordinary Least Aquare (OLS) 
Regression

To examine the effect of EBC on managerial 
r i sk- t a k i ng i n  t he  p re sence  of  CPS,  a nd 
correspondingly, the effect of CEO power on 
managerial risk-taking in the presence of PVS, we 
implement the following regression model:

where stock return volatility and earnings 
volatility are both used as proxies for managerial risk-
taking. This equation represents the risk undertaken 
by CEOs as a function of both PVS and CPS, after 

where managerial risk-taking is also measured 
as stock return volatility and earnings volatility. 
This equation models managerial risk-taking as a 
function of PVS, CPS, and the product of PVS and 
CPS, after controlling for firm-specific and CEO-
specific variables.

Moreover, we incorporate lagged terms of PVS, 
CPS, and their product into the aforementioned 
regression model to align our results with those of 
Coles et al. (2006). This approach also addresses 
the issue of endogeneity, because parameters 
estimated from an ordinary least squares (OLS) 
can exhibit bias when regressors are determined 
endogenously by dependent variables (Coles et al., 
2006).

Ⅴ. Results 

1. Main Results

accounting for firm-specific and CEO-specific 
variables. Then, we further examine the interaction 
effect of EBC and CEO power on managerial risk-
taking using the following regression model:

(7)

1.1. Earnings Volatility

We begin by measuring managerial r isk-
taking through earnings volatility. To investigate 
the effects of PVS and CPS on earnings volatility 
and to test Hypotheses 1 and 2, we employ the 
regression models as per Eq. (6). Table 3 presents 
the results of the OLS regressions, with earnings 
volatility as the dependent variable. Column 
1 displays the regression results of earnings 
volatility solely with PVS and control variables. 
Column 2 exhibits the regression results of 
earnings volatility exclusively with CPS and 
control variables. Column 3 reveals the regression 
results of earnings volatility with both PVS and 
CPS. In Column 4, we introduce the product term 
of PVS and CPS (PVS × CPS), demonstrating the 
interaction effect of PVS and CPS on earnings 
volatility. In Column 5, we incorporate the lagged 
term of PVS and CPS, along with the product of 
the lagged terms (lag(PVS) × lag(CPS)).

Riski,t = α0 + α1log(1 + PVSi,t) + α2CPSi,t + α3Control Variablesi,t + εi,t    

Riski,t = α0 + α1log(1 + PVSi,t) + α2CPSi,t + α3log(1 + PVSi,t) × CPSi,t + α4Control Variablesi,t + εi,t



Table 3. OLS Regressions for Earnings Volatility

Earnings volatility

 (1) (2) (3) (4) (5)

PVS -0.0010***
(-3.20)***

-0.0009***
(-2.90)***

-0.0029***
(-3.16)***

-0.0023**
(-2.37)***

lag(PVS) -0.0002***
(-0.25)***

CPS -0.0083***
(-1.83)***

-0.0057***
(-1.24)***

-0.0256***
(-2.58)***

-0.0300***
(-2.83)***

lag(CPS) 0.0126***
(1.20)***

PVS×CPS 0.0050**
(2.27)***

0.0058**
(2.46)***

lag(PVS)×lag(CPS) -0.0025***
(-1.07)***

Firm size -0.0042***
(-11.64)***

-0.0048***
(-14.89)***

-0.0043***
(-11.64)***

-0.0043***
(-11.75)***

-0.0041***
(-11.28)***

MtB 0.0002***
(5.66)***

0.0002***
(5.69)***

0.0002***
(5.66)***

0.0002***
(5.62)***

0.0002***
(5.55)***

ROA -0.0542***
(-13.01)***

-0.0539***
(-12.94)***

-0.0540***
(-12.96)***

-0.0538***
(-12.91)***

-0.0543***
(-13.01)***

Stock return 0.7280***
(3.42)***

0.7757***
(3.65)***

0.7334***
(3.44)***

0.7459***
(3.50)***

0.7184***
(3.37)***

Book leverage -0.0204***
(-5.83)***

-0.0209***
(-5.97)***

-0.0202***
(-5.77)***

-0.0199***
(-5.68)***

-0.0200***
(-5.69)***

CapEx 0.0731***
(5.64)***

0.0732***
(5.66)***

0.0730***
(5.64)***

0.0727***
(5.62)***

0.0718***
(5.55)***

R&D 0.2660***
(28.41)***

0.2641***
(28.16)***

0.2653***
(28.28)***

0.2658***
(28.33)***

0.2660***
(28.32)***

CEO tenure -0.0002***
(-3.15)***

-0.0002***
(-3.20)***

-0.0002***
(-3.18)***

-0.0002***
(-3.36)***

-0.0002***
(-3.30)***

CEO age -0.0142***
(-3.39)***

-0.0139***
(-3.34)***

-0.0142***
(-3.39)***

-0.0138***
(-3.30)***

-0.0138***
(-3.30)***

Intercept 0.1284***
(6.56)***

0.1324***
(6.74)***

0.1301***
(6.63)***

0.1370***
(6.90)***

0.1339***
(6.69)***

Industry dummy Yes Yes Yes Yes Yes

Year dummy Yes Yes Yes Yes Yes

Obs 7070 7070 7070 7070 7069

R-Sq 0.2949 0.2942 0.2950 0.2955 0.2968
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Note: This table presents the coefficients and t-values of the regressors in the OLS regression model of 
earnings volatility, with earnings volatility as the dependent variable. *, **, and *** denote statistical 
significance at the 10%, 5%, and 1% levels, respectively. PVS represents the logarithm of one plus 
PVS, which is the sensitivity of CEO wealth to stock return volatility. CPS is the proportion of total 
compensation (ExecuComp item TDC1) received by the CEO out of the total compensation for the 
top five executives. Firm size is the logarithm of market capitalization, calculated as the product of 
outstanding shares and share prices. MtB, the ratio of market value to book value of assets, serves as a 
proxy for investment opportunities. ROA is the return on assets, calculated as operating income divided 
by the book value of assets. Stock return refers to the return over the fiscal year. Book leverage is the 
ratio of total debt to total assets. CapEx is the ratio of capital expenditures to assets. R&D is the ratio of 
R&D expenditures to total assets. CEO tenure is the logarithm of the number of years the CEO has held 
the position. CEO age is the logarithm of the CEO’s age as reported on Compustat. The unit of data on 
PVS is one USD. The unit of market capitalization is millions of USD. The units for CEO tenure and 
CEO age are years.

According to Columns 1 and 2, both PVS and 
CPS negatively affect earnings volatility. However, 
when PVS and CPS are simultaneously included 
in Column 3, PVS continues to negatively affect 
earnings volatility, while the negative effect of 
CPS becomes insignificant. This suggests that 
the presence of PVS modifies the effect of CPS 
on earnings volatility. This finding aligns with 
Hypothesis 2, which is further corroborated by 
the result in Column 4. Given that the coefficient 
of the product term of PVS and CPS (PVS × CPS) 
is positive and significant at the 5% level, it is 

prudent to investigate the interaction effect of 
PVS and CPS on earnings volatility.

To evaluate Hypothesis 3, we employ the 
model depicted in Eq. (8).  Given that the 
coefficients of the lagged terms of PVS and CPS, 
as well as the product of these lagged terms 
(lag(PVS) × lag(CPS)), are nonsignificant, even 
at the 10% level, according to Column 5, we 
focus our analysis on the interaction effect solely 
between PVS and CPS using their product term. 
Specifically, we use the estimated coefficients of 
the variables in Column 4.

Earnings Volatilty = 0.1370 × Intercept – 0.0029 × PVS – 0.0256 × CPS + 0.0050 × PVS 
× CPS – 0.0043 × Firm Size + 0.0002 × MtB – 0.0538 × ROA + 
0.7459 × Srock Return – 0.0199 × Book leverage + 0.0727 × CAPEX 
+ 0.2658 × R&D – 0.0002 × CEO Tenure – 0.0138 × CEO Age (8)

We begin by set t ing signif icant cont rol 
variables at their median values to demonstrate 
the interaction effect. We define the high and low 
levels of PVS and CPS as one standard deviation 
above and below their median, respectively. 
By inserting these parameter values into Eq. 

(8), we calculate earnings volatility for various 
combinations of the high and low levels of PVS 
and CPS, as depicted in Table 4 and Fig. 1. Fig. 1 
graphically presents the interaction effects of PVS 
and CPS on earnings volatility.

Table 4. Earnings Volatility Calculated as Combinations of the High and Low Levels of PVS and CPS

  CPS
  0.2939 0.5134

PVS
2.4680 0.0380 0.0351
6.1414 0.0329 0.0340



0.0380

0.0329

0.0351
0.0340

0.0300

0.0320

0.0340

0.0360

0.0380

0.0400
Interaction effect on earnings volatility

CPS 0.2939 CPS 0.5134

2.4680                6.1414
PVS

When the CPS is set at a high level (0.5134), 
there is a slight decrease in earnings volatility 
from 0.0351 to 0.0340 because the PVS increases 
from a low level (2.4680) to a high level (6.1414). 
This implies that an increase in PVS results 
in a marginal decline in earnings volatility 
when CPS is high. Therefore, PVS has a weak 
negative effect on earnings volatility when CPS 
is high. Conversely, when CPS is set at a low 
level (0.2939), earnings volatility significantly 
decreases from 0.0380 to 0.0329 as PVS increases 
from its low level to its high level. Consequently, 
an increase in PVS results in a substantial 
decrease in earnings volatility when CPS is 
low. Furthermore, the negative effect of PVS on 
earnings volatility is more pronounced when CPS 
is low than when it is high. In summary, when 
CEO power is high, an increase in PVS slightly 
reduces firms’ risk-taking level, as measured by 
earnings volatility. However, when CEO power 
is low, a small increase in PVS dramatically 
reduces firms’ risk-taking level. While incentive 
compensation discourages CEOs from taking 
on more risk, the negative effect of incentive 
compensat ion is g reater for less powerful 

Fig. 1. Interaction Effect on Earnings Volatility

CEOs than for more powerful ones. CEOs with 
less power tend to be more risk-averse under 
EBC. However, CEOs with more power are less 
risk-averse when granted EBC. Consequently, 
Hypothesis 3 is supported when earnings volatility 
is used as a measure of managerial risk-taking.

1.2. Stock Return Volatility

In addition to earnings volatility, we estimate 
managerial risk-taking using stock return volatility. 
To test Hypotheses 1 and 2, we examine the effect of 
PVS and CPS on stock return volatility by running 
regression models in accordance with Eq. (6). Table 
5 displays the results of OLS regressions, with stock 
return volatility as the dependent variable. Columns 
1 and 2 provide the regression results of stock return 
volatility solely with PVS and CPS, respectively. 
Column 3 presents the regression results of stock 
return volatility with both PVS and CPS. We include 
the product term of PVS and CPS (PVS × CPS) in 
Column 4, the lagged term of PVS and CPS, and the 
product of the lagged term (lag(PVS) × lag(CPS)) in 
Column 5.
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Table 5. OLS Regressions for Stock Return Volatility

Stock return volatility

 (1) (2) (3) (4) (5)

PVS -0.0002***
(-2.12)***

-0.0002***
(-1.79)***

-0.0004***
(-1.34)***

-0.0005***
(-1.69)***

lag(PVS) 0.0001***
(0.38)***

CPS -0.0026***
(-1.87)***

-0.0021***
(-1.49)***

-0.0042***
(-1.36)***

-0.0026***
(-0.78)***

lag(CPS) -0.0043***
(-1.32)***

PVS×CPS 0.0005***
(0.75)***

0.0003***
(0.42)***

lag(PVS)
×lag(CPS)

0.0006***
(0.83)***

Firm size -0.0027***
(-23.68)***

-0.0028***
(-28.03)***

-0.0027***
(-23.69)***

-0.0027***
(-23.70)***

-0.0027***
(-23.80)***

MtB 0.0000***
(-1.83)***

0.0000***
(-1.80)***

0.0000***
(-1.82)***

0.0000***
(-1.83)***

0.0000***
(-1.77)***

ROA -0.0313***
(-24.30)***

-0.0312***
(-24.22)***

-0.0312***
(-24.23)***

-0.0312***
(-24.21)***

-0.0311***
(-24.12)***

Stock return 5.0175***
(76.28)***

5.0276***
(76.59)***

5.0196***
(76.30)***

5.0209***
(76.29)***

5.0294***
(76.37)***

Book leverage -0.0003***
(-0.31)***

-0.0004***
(-0.36)***

-0.0003***
(-0.24)***

-0.0002***
(-0.21)***

-0.0002***
(-0.21)***

CapEx 0.0305***
(7.64)***

0.0306***
(7.64)***

0.0305***
(7.63)***

0.0305***
(7.62)***

0.0307***
(7.66)***

R&D 0.0059***
(2.03)***

0.0054***
(1.85)***

0.0056***
(1.93)***

0.0057***
(1.95)***

0.0055***
(1.89)***

CEO tenure 0.0000***
(-0.48)***

0.0000***
(-0.52)***

0.0000***
(-0.51)***

0.0000***
(-0.57)***

0.0000***
(-0.63)***

CEO age -0.0065***
(-5.02)***

-0.0064***
(-4.99)***

-0.0065***
(-5.02)***

-0.0064***
(-4.98)***

-0.0064***
(-4.97)***

Intercept 0.0706***
(11.67)***

0.0717***
(11.82)***

0.0713***
(11.74)***

0.0720***
(11.72)***

0.0729***
(11.78)***

Industry dummy Yes Yes Yes Yes Yes

Year dummy Yes Yes Yes Yes Yes

Obs 7070 7070 7070 7070 7069

R-Sq 0.6155 0.6155 0.6157 0.6157 0.6162



Note: This table presents the coefficients and t-values of the regressors in the OLS regression model of 
earnings volatility. The dependent variable is stock return volatility. *, **, and *** denote statistical 
significance at the 10%, 5%, and 1% levels, respectively. PVS represents the logarithm of the sum of one 
plus PVS, which measures the sensitivity of CEO wealth to stock return volatility. CPS is the proportion 
of total compensation (ExecuComp item TDC1) received by the CEO relative to the top-five executives’ 
total compensation. Firm size is the logarithm of market capitalization, calculated as the product of 
outstanding shares and share prices. MtB, the ratio of market value to book value of assets, serves as a 
proxy for investment opportunities. ROA, the return on assets, is calculated as operating income divided 
by the book value of assets. Stock return refers to the return over the fiscal year. Book leverage is the 
ratio of total debt to total assets. CapEx is the ratio of capital expenditures to assets. R&D is the ratio of 
R&D expenditures to total assets. CEO tenure is the logarithm of the number of years the CEO has held 
the position. CEO age is the logarithm of the CEO’s age as reported on Compustat. The data on PVS is 
measured in USD, the market capitalization is in millions of USD, and both CEO tenure and CEO age 
are measured in years.

In both columns 1 and 2, the coefficients of PVS 
and CPS are negative and significant, indicating 
that PVS and CPS negatively affect stock return 
volatility. However, when PVS and CPS are 
included together in column 3, the coefficient 
of PVS remains negative and significant, while 
the coefficient of CPS loses its significance. 
This aligns with Hypothesis 2, which posits that 
the presence of PVS alters the effect of CPS on 
stock return volatility, effectively nullifying the 
negative effect of CPS.

However, the coefficients of the product term of 
PVS and CPS (PVS × CPS) in Column 4, and the 
product term of lagged PVS and CPS (lag(PVS) 
× lag(CPS)) in Column 5, are nonsignificant. We 
are unable to construct a model for stock return 
volatility similar to that for earnings volatility, as 
shown in Eq. (8). To test Hypothesis 3, we divide 
observations into two subsamples based on the 
median value of CPS, and apply the following 
regression model:

Table 6 presents the results. For the subsample 
comprising CPS values smaller than the median, 
PVS negatively affects stock return volatility, with 
a significant coefficient of -0.0013 at the 5% level. 
For the subsample with CPS values larger than the 
median, PVS also negatively affects stock return 
volatility, with a coefficient of -0.0005. Thus, the 
negative effect of PVS is greater at lower CPS 
levels than at higher ones. This implies that while 
incentive compensation discourages CEOs from 
taking excessive risks, CEOs with less power 
tend to be more risk-averse in their investment 
strategies than those with more power. This 
finding aligns with Hypothesis 3.

Riski,t = α0 + α1log(1 + PVSi,t) + α2Control Variablesi,t + εi,t (9)

1.3 Interaction Effects Using Law Number 
of PVS

We conver t PVS into its raw numbers to 
accurately represent the magnitude of the interaction 
effects of PVS and CPS on earnings volatility, 
given that PVS is calculated as the logarithm of its 
raw value. The corresponding low and high levels 
of the raw numbers of PVS are USD 11,798.34 
and USD 464,699.47, respectively. To demonstrate 
the actual effects of PVS and CPS on earnings 
volatility, we construct models solely with PVS 
and CPS, using their product term (PVS × CPS), 
and the estimated coefficients of Column 4 in 
Table 3 to illustrate the interaction effects:
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Table 6. OLS Regressions for Earnings Volatility and Stock Return Volatility 

Earnings volatility Stock return volatility

Low CPS High CPS Low CPS High CPS

PVS -0.0013***
(-2.52)***

-0.0005***
(-1.39)***

-0.0003***
(-3.01)***

-0.0001***
(-0.54)***

Firm size -0.0046***
(-8.00)***

-0.0043***
(-9.38)***

-0.0024***
(-21.56)***

-0.0028***
(-15.49)***

MtB 0.0006***
(5.46)***

0.0001***
(3.71)***

0.0001***
(4.12)***

0.0000***
(-1.91)***

ROA -0.0671***
(-11.49)***

-0.0305***
(-4.93)***

-0.0209***
(-18.33)***

-0.0413***
(-16.93)***

Stock return 2.1263***
(4.52)***

0.1620***
(0.79)***

1.0837***
(11.79)***

6.5415***
(81.33)***

Book leverage -0.0270***
(-4.81)***

-0.0115***
(-2.71)***

-0.0002***
(-0.19)***

-0.0021***
(-1.26)***

CapEx 0.0774***
(4.06)***

0.0516***
(3.02)***

0.0298***
(8.01)***

0.0348***
(5.15)***

R&D 0.2434***
(17.73)***

0.2748***
(21.12)***

0.0079***
(2.96)***

0.0181***
(3.52)***

CEO tenure -0.0004***
(-3.40)***

0.0000***
(-0.02)***

0.0000***
(-0.55)***

0.0000***
(-0.44)***

CEO age -0.0151***
(-2.38)***

-0.0109**
(-2.05)***

-0.0082***
(-6.61)***

-0.0032***
(-1.53)***

Intercept 0.1353***
(4.53)***

0.1124***
(4.52)***

0.0792***
(13.58)***

0.0526***
(5.35)***

Industry dummy Yes Yes Yes Yes

Year dummy Yes Yes Yes Yes

Obs 3532 3538 3538 3538

R-Sq 0.3116 0.2801 0.5974 0.7254

Note: This table presents the coefficients and t-values of the regressors in the OLS regression model of earnings 
volatility. The dependent variables are earnings volatility and stock return volatility, respectively. *, **, 
and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. PVS represents the 
logarithm of the sum of one plus PVS, which measures the sensitivity of CEO wealth to stock return 
volatility. CPS is the proportion of the total compensation (ExecuComp item TDC1) for the top-five 
executives that the CEO receives. Firm size is the logarithm of market capitalization, calculated as the 
product of outstanding shares and share prices. MtB, the ratio of market value of assets to book value 
of assets, serves as a proxy for investment opportunities. ROA, the return on assets, is calculated as 
operating income divided by the book value of assets. Stock return refers to the return over the fiscal 
year. Book leverage is the ratio of total debt to total assets. CapEx is the ratio of capital expenditures to 
assets. R&D is the ratio of R&D expenditures to total assets. CEO tenure is the logarithm of the number 
of years the CEO has held the position. CEO age is the logarithm of the CEO’s age as reported on 
Compustat. The data on PVS is measured in USD 1. The market capitalization is measured in millions of 
USD. CEO tenure and CEO age are measured in years.
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By employ ing the t wo aforement ioned 
equations, we calculate earnings volatility and 
stock return volatility as various combinations 
of the high and low levels of the raw numbers 
of PVS and CPS. Table 7 and Fig. 2 display the 
results. When CPS is set at the low level (0.2939), 
earnings volatility significantly decreases from 
-16.4415 to -647.2908 as the raw value of PVS 
escalates from USD 11,798.34 to USD 464,699.47. 
Conversely, when CPS is set at the high level, 
there is a less pronounced decline in earnings 

Earnings Volatilty = – 0.0028 × PVS – 0.0256 × CPS + 0.0050 × PVS × CPS (10)

volatility (from -3.5424 to -139.0199) with the 
increase of the raw value of PVS. Thus, although 
PVS negatively affects earnings volatility, a unit 
divergence in the raw value of PVS has a more 
pronounced effect on earnings volatility when CPS 
is set at the low level than when it is set at the high 
level. As depicted in Fig. 2, the same increase in 
the raw value of PVS, when CPS is set at the low 
level, results in a more substantial decrease in 
earnings volatility than when CPS is set at the high 
level.

Table 7. Earnings Volatility Calculated as Raw Numbers of PVS

  CPS

  0.2939 0.5134

PVS
11,798.34 -16.4415 -3.5424

464,699.47 -647.2908 -139.0199

Fig. 2. Interaction Effect on Earnings Volatility Using Raw Numbers
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2. Robustness Check

The risk-taking behavior of firms could be 
attributed to some unobservable characteristics, 
which are correlated with PVS and CPS (Coles 
et al., 2014). Consequently, the estimated effects 
of PVS and CPS on earnings volatility and 
stock return volatility, derived from the OLS 
regressions, might be biased. To mitigate this 
potential endogeneity issue, we implement a 
two-stage least square regression (2SLS). In line 
with Chintrakarn et al. (2015), we employ the 

median value of CPS at the industry level as the 
instrumental variable for CPS. The rationale is 
that while the degree of risk-taking at the firm 
level could influence the firm-specific CPS, it is 
highly improbable that it would affect the industry 
median CPS (Chintrakarn et al., 2015). Following 
Coles et al. (2006), we use book leverage as 
the instrumental variable for PVS. In the first 
stage, we designate PVS and CPS as dependent 
variables, respectively. The control variables 
remain the same as in Eq. (6):

In the second stage, we regress earnings 
volatility and stock return volatility on the PVS 
and CPS obtained from the first stage, as well as 

PVSi,t = α0 + α1book leveragei,t + α2Contral Variablesi,t + εi,t

CPSi,t = α0 + α1CPS mediani,t + α2Contral Variablesi,t + εi,t

(11)

(12)

on the control variables. The model for the second 
stage is as follows:

Table 8 presents the results of the 2SLS 
regression. Panel A displays the results of the first 
stage, demonstrating that both the coefficients 
of book leverage and industry median CPS are 
statistically significant. This indicates that book 
leverage and industry median CPS serve as 
valid instrumental variables for PVS and CPS, 
respectively. Panel B details the results of the 
second stage, showing that while the coefficients 
of PVS are statistically significant, the coefficients 
of CPS are not, when the dependent variables are 
set as both earnings volatility and stock return 

Riski,t = α0 + α1PVSi,t + α2CPSi,t + α3Contral Variablesi,t + εi,t (13)

volatility. This suggests that, in the presence 
of both PVS and CPS, PVS negatively affects 
managerial risk-taking, whereas CPS does not 
significantly inf luence it. These findings align 
with the results from the OLS regressions.

Moreover, we divide the observations into two 
subgroups based on the median values of CPS 
derived from the initial stage. We then regress 
earnings volatility and stock return volatility on 
PVS, obtained from the first stage, and control 
variables using the following model:

Riski,t = α0 + α1PVSi,t + α2Contral Variablesi,t + εi,t (14)



Table 8. 2SLS Regressions for Earnings Volatility and Stock Return Volatility

Panel A: First Stage PVS CPS

Book leverage 0.8304***
(6.34)***

 
 

CPS median  
 

0.8089***
(22.27)***

Firm size 0.5615***
(47.07)***

0.0077***
(9.53)***

MtB -0.0014***
(-0.99)***

0.0001***
(0.63)***

ROA 0.0192***
(0.12)***

0.0219***
(2.09)***

Stock return -43.7835***
(-5.50)***

0.0256***
(0.05)***

CapEx -0.3521***
(-0.73)***

-0.0374***
(-1.13)***

R&D 1.0148***
(2.89)***

-0.1354***
(-5.83)***

CEO tenure 0.0001***
(0.04)***

-0.0004***
(-2.14)***

CEO age -0.2180***
(-1.39)***

-0.0005***
(-0.05)***

Intercept -1.6790***
(-2.29)***

0.0037***
(0.07)***

Industry dummy Yes Yes
Year dummy Yes Yes
Obs 7070 7070
R-Sq 0.3456 0.1479

Panel B: Second Stage Earnings volatility Stock return volatility

PVS -0.0010***
(-3.17)***

-0.0002***
(-1.79)***

CPS -0.0178***
(-1.11)***

-0.0021***
(-1.49)***

Firm size -0.0042***
(-11.64)***

-0.0027***
(-23.69)***

MtB 0.0002***
(5.66)***

0.0001***
(-1.82)***

ROA -0.0541***
(-12.97)***

-0.0312***
(-24.23)***

Stock return 0.7352***
(3.45)***

5.0196***
(76.30)***

Book leverage -0.0204***
(-5.81)***

-0.0003***
(-0.24)***

CapEx 0.0732***
(5.65)***

0.0305***
(7.63)***

R&D 0.2661***
(28.41)***

0.0056***
(1.93)***

CEO tenure -0.0002***
(-3.16)***

-0.0004***
(-0.51)***

CEO age -0.0142***
(-3.40)***

-0.0065***
(-5.02)***

Intercept 0.1343***
(6.62)***

0.0713***
(11.74)***

Industry dummy Yes Yes
Year dummy Yes Yes
Obs 7070 7070
R-Sq 0.3456 0.1479

J. Glob. Bus. Trade Vol. 19 No. 5 (October 2023), 203-227 221



222 Does CEO Power Affect the Relations between CEO Compensation and Risk-Taking?

Note: The instrumental variable of PVS is leverage, and that of CPS is the median value of CPS at the industry 
level. Panel A shows the regression results of the first stage. Panel B shows the regression results of the 
second stage. The dependent variable of Column 1 of Panel B is earnings volatility, and the dependent 
variable of Column 2 of Panel B is stock return volatility. *, **, and *** indicate statistical significance 
at the 10%, 5%, and 1% levels, respectively.

Table 9 presents the results. For earnings 
volatility, the coefficient of PVS for the subsample 
with a lower CPS is -0.0270, while it is -0.0219 
for the subsample with a higher CPS. The 
negative effect of PVS on earnings volatility is 
significantly stronger in the presence of a lower 
CPS than a higher CPS. This suggests that 
incentive compensation discourages CEOs from 
taking increased risks, and CEOs with less power 

Table 9. OLS Regressions for Earnings Volatility and Stock Return Volatility Using PVS and CPS Obtained 
from the 2SLS Regressions

Earnings volatility Stock return volatility
 low CPS high CPS low CPS high CPS

PVS -0.0270***
(-4.39)***

-0.0219***
(-3.74)***

-0.0003***
(-2.49)***

-0.0001***
(-1.08)***

Firm size 0.0104***
(2.95)***

0.0070***
(2.04)***

-0.0023***
(-16.54)***

-0.0030***
(-18.70)***

MtB 0.0005***
(5.07)***

0.0001***
(2.57)***

0.0000***
(0.89)***

0.0000***
(-1.25)***

ROA -0.0623***
(-12.19)***

-0.0308***
(-4.22)***

-0.0234***
(-17.55)***

-0.0384***
(-17.38)***

Stock return -0.0147***
(-0.03)***

-0.5399***
(-1.46)***

2.2625***
(22.50)***

6.3780***
(80.47)***

CapEx 0.0644***
(3.89)***

0.0477***
(2.16)***

0.0224***
(5.20)***

0.0443***
(6.55)***

R&D 0.2697***
(19.52)***

0.3093***
(24.61)***

0.0203***
(5.65)***

-0.0054***
(-1.42)***

CEO tenure -0.0005***
(-4.80)***

0.0001***
(0.78)***

0.0000***
(-0.22)***

0.0000***
(-1.18)***

CEO age -0.0158***
(-2.79)***

-0.0227***
(-3.44)***

-0.0085***
(-5.77)***

-0.0018***
(-0.90)***

Intercept 0.0705***
(2.54)***

0.0886***
(2.84)***

0.0782***
(11.26)***

0.0464***
(5.16)***

Industry dummy Yes Yes Yes Yes
Year dummy Yes Yes Yes Yes
Obs 3535 3535 3535 3535
R-Sq 0.3278 0.2850 0.5573 0.7223

exhibit greater risk aversion than those with 
more power. Similarly, for stock return volatility, 
the coefficient of PVS for the subsample with a 
lower CPS is -0.0003, compared to -0.0001 for 
the subsample with a higher CPS. Therefore, PVS 
negatively affects stock return volatility at both 
CPS levels. However, the negative effect of PVS 
on stock return volatility is more pronounced in 
the presence of a lower CPS than a higher CPS.



Note: This table presents the coefficients and t-values of the regressors in the OLS regression model of earnings 
volatility. The dependent variables are earnings volatility and stock return volatility, respectively. *, **, 
and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. PVS and CPS are 
derived from the first stage of the 2SLS regressions. PVS is the logarithm of the sum of one plus PVS, 
representing the sensitivity of CEO wealth to stock return volatility. CPS is the proportion of the total 
compensation (ExecuComp item TDC1) for the top five executives that the CEO receives. Firm size is 
the logarithm of market capitalization, calculated as the product of outstanding shares and firm share 
prices. MtB is the ratio of the market value of assets to the book value of assets, serving as a proxy for 
investment opportunities. ROA is the return on assets, calculated as operating income divided by the 
book value of assets. Stock return is the return over the fiscal year. Book leverage is the ratio of total debt 
to total assets. CapEx is the ratio of capital expenditures to assets. R&D is the ratio of R&D expenditures 
to total assets. CEO tenure is the logarithm of the number of years the CEO has held the position. CEO 
age is the logarithm of the CEO’s age as reported on Compustat. The unit of data on PVS is one USD. 
The unit of market capitalization is millions of USD. The units of CEO tenure and CEO age are years.

In summary, the f indings from the 2SLS 
regression corroborate the results derived from 
examining the interaction effect of PVS and 
CPS on both stock return volatility and earnings 
volatility. Moreover, these results align with those 
obtained from the OLS regressions. However, one 
limitation of this study is the use of book leverage 
as the instrumental variable for PVS, because 
higher leverage is associated with a higher risk 
level (Coles et al., 2006). Consequently, the results 
may be susceptible to endogeneity.

Ⅵ. Conclusion

This study explores whether the presence of 
PVS affects the influence of CPS on managerial 
risk-taking. It does this by investigating the 
interaction effect of PVS and CPS, and by dividing 
observations into two sub-samples based on the 
median value of CPS. Managerial risk-taking is 
approximated by earnings volatility and stock 
return volatility. We provide robust empirical 
evidence that, when examined individually, both 
PVS and CPS negatively correlate with managerial 
risk-taking. However, when PVS and CPS are 
included in the regression model simultaneously, 
only PVS has a significant coefficient, whereas 
the coefficient of CPS becomes nonsignificant. 
Specif ically, when examined individually, 
incentive compensation and CEO power both 
negatively affect CEOs’ risk-taking propensity. 

However, in the presence of PVS, the negative 
effect of CPS vanishes. In other words, the 
negative effect of incentive compensation alters the 
effect of CEO power on managerial risk-taking. 
It is essential to examine the effects of incentive 
compensation and CEO power on managerial risk-
taking collectively. In conclusion, although EBC 
is granted to CEOs to align their risk preferences 
with those of shareholders, incentive compensation 
discourages CEOs from taking risks. CEO power 
also negatively affects managerial risk-taking by 
making CEOs more risk-averse.

This study builds on previous research by 
examining the interactive effects of PVS and CPS 
on managerial risk-taking. Our findings show that 
the negative effect of PVS on earnings volatility is 
more pronounced for CEOs with lower CPS levels 
than for those with higher CPS levels. A similar 
conclusion applies to stock return volatility. 
Specifically, CEOs with more power are less risk-
averse than their less powerful counterparts when 
granted EBC. However, EBC does not encourage 
CEOs to adopt riskier investment strategies, owing 
to various factors, such as CEO tenure and age, 
which contribute to higher levels of CEO power. 
The significant interactive effects of incentive 
compensation and CEO power on managerial 
risk-taking suggest that these two factors are 
interconnected and inf luence managerial risk-
taking interactively. The underlying rationale for 
this result is that while granting EBC to CEOs 
does not effectively align the risk preferences of 
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CEOs with those of shareholders or encourage CEOs to take more risks, EBC results in worse outcomes for 
less powerful CEOs compared to more powerful ones.

In addition, to ensure the reliability of the results, we use the ratio of R&D to total assets as a proxy 
of managerial risk-taking2 and apply the same OLS and 2SLS regression models. We find the results are 
consistent. 

One potential extension of this study involves using an alternative instrumental variable of PVS, such as 
the median value of PVS at the industry level, to conduct the 2SLS regression. Another potential extension 
involves dividing the sample period into two sub-periods, namely, 1992–2007 and 2008–2019, because the 
2008 financial crisis may have altered CEOs’ behavior under EBC.

2. The ratio of R&D to total assets is an alternative measure to approximate managerial risk-taking level, and is used by 
Li et al. (2013), Bargeron et al. (2010), and Coles et al. (2006).
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Appendix

In this appendix, we list and define the variables used in this research. 
Earnings volatility (Erisk) is the volatility of the ratio of firm’s EBITDA relative to the firm’s total assets. 
Stock return volatility (Srisk) is the logarithm of the standard deviation of daily stock returns over the 

fiscal year. 
PVS is calculated as the logarithm of the sum of one plus PVS, which is the sensitivity of CEO wealth to 

stock return volatility. The unit of data on PVS is USD 1. 
CPS is the fraction of the total compensation (ExecuComp item TDC1) to the group of top-five executives 

that is received by the CEO. 
Firm size is the logarithm of market capitalization, which is the product of the outstanding shares and 

share prices of firms. The unit of market capitalization is millions of USD.
MtB is the ratio of market value of assets to book value of assets. 
ROA is computed as operating income divided by book value of assets. 
Stock return is the return over the fiscal year.
Book leverage is the ratio of total debt to total assets.
CapEx is the ratio of capital expenditures to assets. 
R&D is the ratio of R&D expenditures to total assets. 
CEO tenure is the logarithm of the number of years that the CEO has held the position. 
CEO age is the logarithm of the age of CEO, as reported on Compustat.
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ABSTRACT

Purpose – In 2021, Ukraine and Russia exported 12% and 17% of global wheat, being significant grain 
producers and exporters. However, Russia’s invasion of Ukraine greatly impacts Ukraine’s wheat production 
and trade. In this regard, this study examines the impact of Russia’s invasion of Ukraine on global food 
security using the computable general equilibrium approach.
Design/Methodology/Approach – We utilized the global multi-sector standard GTAP model, specifically the 
GTAP Database Version 11, with a base year of 2017. For this research purpose, the original 160 regions and 65 
sectors of the GTAP database were aggregated into 23 regions and 24 sectors. Due to the uncertain nature of 
the conflict duration between Russia and Ukraine, we designed three scenarios: Slight, Medium, and Severe. 
Each scenario represents varying degrees of wheat production, trade disruption, and an increase in wheat 
production by third producers for shocks.
Findings – The study reveals several effects: real GDP decreases for Ukraine, Russia, Turkey, India, and 
Georgia, while countries like Egypt, Turkey, Azerbaijan, India, Korea, and Japan experience diminished 
economic welfare. Russia’s invasion can affect wheat imports of countries like Turkey, India, Mongolia, and 
Egypt. Ukraine, Egypt, Turkey, and India registered trade surpluses, while others recorded deficits
Research Implications – The ongoing conflict complicates assessing long-term consequences on global food 
security. Policymakers are advised to monitor closely, implement strategies to mitigate disruptions, and foster 
international collaboration to alleviate adverse effects on trade, economies, and food security, particularly of 
nations heavily reliant on Ukraine’s wheat exports, like Egypt, Turkey, Mongolia, Georgia, and Azerbaijan.
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Ⅰ. Introduction

Russia’s invasion of Ukraine on February 
24th' 2022, has had far-reaching consequences 
beyond the political and humanitarian realms. 
One significant area of impact is global food 
security, par t icularly due to disruptions in 
Ukraine’s agricultural production and trade. 
Ukraine, often referred to as the "breadbasket 
of Europe", is renowned for its fertile soil, vast 
agricultural resources, and status as a major 
global grain exporter. However, the conflict has 
severely hindered the country’s ability to fulfill 
its agricultural potential, leading to repercussions 
that extend to the global stage. This paper explores 
the impact of Russia’s invasion of Ukraine on 
global food security, with a specific focus on 
agricultural production and trade disruption in 
Ukraine.

Both Russia and Ukraine play crucial roles 
as major food suppliers to the global market. 
Under normal circumstances, Ukraine exports 
approximately th ree-quar ters of it s g rain 
production. Therefore, the ongoing war and its 
consequences on grain exports carry significant 
implications, especially for regions in the global 
south that heavily depend on these supplies. 
The United Nations (2022) issued a warning 
that the combination of disrupted agricultural 
production in Ukraine and the obst ruct ion 
of remaining product exports due to Russia’s 
invasion could potentially plunge 49 million 
people into conditions of famine or famine-like 
circumstances. Russia’s invasion of Ukraine 
has had a profound and wide-ranging impact 
on food security. The cessation of Ukrainian 
exports, coupled with labor shortages caused by 
conscription and population displacement, has 
severely disrupted agricultural production. Access 
to fertilizers is restricted, casting uncertainty 
over futu re har vests.  In addit ion to these 
challenges, the conflict has exacerbated existing 
vulnerabilities within food systems already 
weakened by climate change (Kitetu & Ko, 
2020) and the COVID-19 pandemic (Kim et al., 
2022; Yoon and Ko, 2022). As a result, this will 

likely lead to a deteriorating food security crisis. 
According to the World Bank (2022), Russia’s 
invasion of Ukraine has not only been a tragic 
ordeal for its people but has also brought about 
far-reaching economic consequences on a global 
scale. The World Bank report concentrates on the 
direct repercussions of the war on international 
t rade and investment. It identif ies f ive key 
channels through which countries will experience 
the impact of the conf lict in Ukraine on trade 
and investment activities. The report reveals that 
global trade will witness a 1% decline, resulting 
in a decrease of 0.7% in global GDP, and of 1% in 
the GDPs of low-income countries. However, it is 
important to recognize that the long-term effects 
of this war on global trade and investment will 
heavily rely on the responses of governments to 
the evolving geopolitical landscape.

Compounding the situation is the unfortunate 
timing of the war with global food markets. 
Prior disruptions in the supply chain due to the 
COVID-19 pandemic, coupled with high global 
demand and poor harvests in certain countries, 
had already led to elevated food prices. The 
conf lict-related disruptions in global food and 
fertilizer markets further exacerbate concerns 
about price and availability, intensifying the 
overall impact on global food security. Given 
the u rgency of the sit uat ion and ongoing 
developments, it is crucial to understand how 
the war’s implications for food security will 
unfold. This paper provides a timely and essential 
assessment of the situation, offering valuable 
insights into the far-reaching consequences and 
pressing need for immediate action to address the 
challenges posed by the war on food security.

The rest of the paper is organized into the 
following sequence. Section II gives an overview 
of Ukraine’s agricultural sector and an update 
on the conflict related to agricultural produce. 
Section III focuses on literature, and Section 
IV looks at methodology and data. Section V 
accounts for the simulated results, and Section 
VI contains the conclusion and some policy 
recommendations.
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II. Ukraine’s Agriculture 

The invasion of Ukraine by Russia has had 
significant implications for wheat production, 
trade decrease, and global food security. Ukraine 
is known as one of the world’s largest wheat 
exporters, and any disruptions in its agricultural 
sector can have far-reaching consequences for 
global markets and food security. According to 
Statista (2023a), Ukraine was expected to produce 
21 million metric tons of wheat in the marketing 
year of 2022/2023. That would mark a decrease 
of 36 percent compared to the previous year. 
However, according to Crop Explorer (2023), 
wheat production for the marketing year 2022/23 
is forecast at 21.5 million metric tons, down 35% 
from last year. The war has directly impacted 
wheat production in Ukraine. The conf lict 
zone in Eastern Ukraine, which includes major 
agricultural regions, has suffered from damaged 
infrastructure, landmine contamination, and 
the displacement of farmers. These factors have 
resulted in reduced cultivation and lower yields, 
leading to a decline in wheat production within 

the country.
The disruption of the wheat trade has been 

another significant consequence of the conflict. 
Ukraine’s role as a major exporter of wheat has 
been affected by logistical challenges, trade 
restrictions, and changes in market dynamics. 
Export routes have been disrupted, and trade 
flows have been redirected or limited due to the 
conf lict, impacting global wheat markets and 
supply chains. This disruption in the wheat trade 
has contributed to price volatility and uncertainty 
in the global grain market.

The implications of the Russian attack on 
Ukraine on wheat production and trade decrease 
extend beyond the country itself as other countries 
(th i rd producers) see the need to increase 
production due to the existing demand for wheat 
by other regions. As a key player in global wheat 
markets, any disturbances in Ukraine’s production 
and export capabilities have repercussions on 
global food security. Reduced availability and 
increased prices of wheat can affect food access 
and affordability, particularly for countries reliant 
on imported wheat for domestic consumption. 

Fig. 1. Ukraine’s Agricultural Production 2010-2021
(US$ billion)

Source: FAO (2023).
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The impact of Russia’s incursion into Ukraine on 
wheat production, trade decrease, and global food 
security underscores the interconnectedness of 
agricultural systems, as well as the vulnerability 
of the global food system to geopolitical conflicts. 
It highlights the need for coordinated efforts 
among nations, international organizations, and 
agricultural stakeholders to address the challenges 
faced by Ukraine and mitigate the potential risks 
to global food security.

In light of these challenges, it becomes crucial 
to examine and understand the specific effects 
of Russia’s invasion on Ukraine and global food 
security. By analyzing the available literature 
and research on this topic, we can gain valuable 
insights into the extent of the impact, underlying 
factors, and potential strategies for mitigating 
the adverse effects and promoting sustainable 
agricultural practices in the region.

Ukraine is one of the world’s top agricultural 
producers and exporters, and plays a critical role 
in supplying oilseeds and grains to the global 
market. Agricultural products are Ukraine’s 
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Fig. 2. Ukraine’s Agricultural Exports
(US$ billion)

Source: FAO (2023).

most important exports. In 2021 they totaled 
$27.8 billion, accounting for 41 percent of the 
country’s $68 billion in overall exports. Fig. 1 
represents the value of agricultural production 
from 2010 to 2021. Wheat production witnessed 
an increase from US$ 17 billion in 2010 to US$ 
32 billion in 2021. In 2021, the agricultural 
sector in Ukraine contributed approximately 10.7 
percent of the value added to the country’s gross 
domestic product (GDP). Though Ukraine’s maize 
production varied considerably in recent years, it 
tended to increase through the 2002 - 2021 period, 
ending at US$ 42.1 billion in 2021.

Fig.  2 is  a representat ion of U k raine’s 
agricultural value. Ukraine is one of the world’s 
major exporters of wheat and maize, and its 
export revenues from these commodities can be 
influenced by factors such as production volumes, 
global demand, trade policies, and international 
market prices. The region’s agricultural export 
values from 2010 to 2021 were between US$ 14.1 
billion to US$ 23.5 billion. For wheat, export 
values ranged between US$ 1 billion (2010) to 



US$ 5 billion (2021), while maize registered 
export values of US$ 0.5 billion in 2010 to US$ 
5.8 billion in 2021.

According to Stat ista (2023b), Ukraine 
exported wheat worth over 475 million US$ 
dollars to Turkey, which was the leading export 
destination of that commodity in 2022. Romania, 
to which Ukraine’s wheat export value reached 
over 332 million US$, ranked second. In total, 
Ukraine’s wheat exports exceeded 2.6 billion US$ 
in that year. As of the 2022/2023 marketing year, 
Ukraine ranked fifth among the largest exporters 
of wheat worldwide, with the total export volume 
reaching over 13.5 million metric tons. Moreover, 
the country accounted for about nine percent of 
the global wheat trade share.

There has been a trade agreement between 
Russia and Ukraine since the war started in 2022. 
According to CNN World News (2022), Ukraine 
and Russia agreed on a deal that would allow the 
resumption of vital grain exports from Ukrainian 
Black Sea ports, a major diplomatic breakthrough 
aimed at easing the global food crisis sparked by 
the war. 

The deal also allowed the unchecked access 
of Russian fertilizers to global markets. Russia is 
a major producer of fertilizers, which are vital to 
maximizing food production, and the cost of the 
produce has spiraled since the invasion. The ships 
were monitored by a Joint Coordination Center 
(JCC), which was established in Istanbul and 
included representatives from Ukraine, Russia, 
and Turkey. Both parties agreed that there would 
be no attacks on any of the vessels going from 
those ports out of territorial waters into the Black 
Sea by any party. The breakthrough followed 
months of negotiations and promises to unblock 
ports on the Black Sea to allow the safe passage 
of grain and oilseeds, some of Ukraine’s most 
important exports. Russia has so far blocked 
maritime access to those ports, meaning that 
millions of tons of Ukrainian grain have not been 
exported to the many countries that rely on it. The 
World Food Programme (WFP, 2023) estimates 
that 47 million people have moved into a stage of 
severe hunger as a consequence of the war, and 

Western officials have accused Russia of using 
food as a weapon during its invasion (CNN World 
News, 2022).

According to Reuters (2023), the destruction 
of the Kakhovka dam is expected to result in 
the f looding of tens of thousands of hectares 
of agr icultu ral land in Souther n Ukraine. 
Furthermore, it could potentially transform at least 
500,000 hectares of land left without irrigation 
into arid deserts. Ukraine, which possesses a total 
of 33 million hectares of farmland according to 
BBC News (2023b), may face a threat to nearly 
2% of its agricultural area. It is estimated that 
about 42,000 people are at risk from the flooding, 
and the dam’s collapse left hundreds of thousands 
without normal access to drinking water.

In an interview with BBC News (2023b), 
Ukraine’s Ministry of Agriculture revealed that 
before Russia’s full-scale invasion, the irrigation 
systems suppor ted approximately 584,000 
hectares of land in 2021. Farmers were able 
to harvest around 4 million tons of grains and 
oilseeds from these irrigated lands, representing 
approximately 4% of the country’s total output. 
In 2021, Ukraine’s grain and oilseed production 
reached 104 million tons. The ministry also 
cited preliminary estimates indicating that 
approximately 10,000 hectares of agricultural land 
on the right bank of the Kherson region would be 
subject to flooding.

According to Fox Business (2023), the global 
prices of corn and wheat have experienced a 
significant surge due to the destruction of a major 
dam in Southern Ukraine. This event marks 
a reversal from the downward trend in prices 
witnessed earlier after Russia invaded Ukraine in 
February 2022. PBS NewsHour (2023) confirmed 
that the collapse of the dam in Southern Ukraine 
has had a direct impact on global wheat and corn 
prices, driving them higher. In early trading at the 
Chicago Mercantile Exchange, wheat prices rose 
by 2.4%, reaching $6.39 per bushel. Furthermore, 
the cost of corn increased by over 1%, amounting 
to $6.04 per bushel, while oats experienced a gain 
of 0.73%, reaching $3.46 per unit.

T he  G u a rd ia n  (2023)  e mph a s i z e d  t he 
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disruptions in wheat production and trade, the 
adjustments made by market participants, and 
potential long-term implications for the Ukrainian 
wheat sector. They considered factors such as 
the restoration of infrastructure, investment in 
agricultural technology, and policy measures 
aimed at revitalizing the sector. Similarly, Yang 
and Li (2021) analyzed the factors necessitating 
the price of china grain futures, and its prospective 
implications on Korea. The paper systematically 
analyzed the factors affecting the Chinese grain 
futures price by introducing speculative factors 
and pork prices for the f irst time. If China’s 
grain futures market opens in the future, it can 
be expected to become an important investment 
market, Yang and Li (2021). Based on the outcome 
of their study, both authors suggested that as Korea 
is also a grain importer, changes in China’s grain 
market should be closely monitored. 

Martin-Shields and Stojetz (2019) underscored 
the complex relationship between food security 
and armed conf lict using the Uppsala Conf lict 
Data Program and FAO databases, and illustrated 
how intervening factors influence the relationship 
bet ween conf l ic t  and food secu r it y at  the 
micro and macro levels. They highlighted the 
empir ical challenges of studying this nexus 
and proposed future research opportunities and 
policy implications. The authors emphasized the 
importance of addressing food security in conflict 
settings to promote stability, peace, and the well-
being of affected populations. 

Song and Kim (2022) used the Global Trade 
Analysis Project (GTAP) model to simulate the 
impact of Regional Comprehensive Economic 
Partnership (RCEP) on South Korea’s agricultural 
trade from the perspective of tariff reduction. The 
study concluded that although RCEP has a negative 
impact on most agricultural products, in the long 
run, participating in RCEP is more beneficial than 
resisting. Cheong (2023) opined that the upsurge 
of regional trade agreements is of the opinion that 
regional trade agreements that paved the way to 
dispute settlement systems are increasing and the 
content is becoming more sophisticated. However, 
regional t rade agreement members prefer to 

impl icat ions of the Nova Kak hovka dam’s 
destruction on the region and the global food 
supply. Ukraine, being responsible for 40% of 
global trade in sunflower meal, 35% of sunflower 
oil, and 5% of wheat, barley, and corn exports, has 
raised concerns about the availability and stability 
of these commodities worldwide.

Early July 2023, Russian President Vladimir 
Putin complained that parts of the deal allowing 
the export of Russian food and fertilizers had not 
been honored. Russia’s threat to quit the trade deal 
stated that it would return to the agreement if its 
conditions were met (BBC News, 2023a). This 
was made known by Moscow, which notified the 
UN, Turkey, and Ukraine that it would not renew 
the deal, accusing the West of not keeping its side 
of the bargain. This move was greatly condemned 
by world leaders, as it will have a huge impact on 
humanity.

III. Literature Review

Bhaskara and Rao (2017) provided insights into 
the economic impact of the conflict in Ukraine 
on the global grain market. They highlighted 
disruptions in grain production and trade and 
the broader implications for market dynamics, 
competition, and food security. The article also 
discusses the implications of the conflict for food 
security and price stability in importing countries, 
particularly those heavily reliant on Ukrainian 
grain. The authors emphasized the importance 
of understanding the economic consequences of 
the conf lict for policymakers and stakeholders 
involved in the global grain market. Kang (2022) 
analyzed the determinants of Korea’s agricultural 
trade using the gravity model. From the results 
gathered, the study suggested that there is need 
for a well-structured model with respect to simple 
combined or multiplied independent variables and 
also the need to intensify the utilization of FTA for 
an increase in Korea’s agricultural exports.

Choma and Dobija (2017) provided insights 
into the consequences of the Ukrainian conflict 
on the global wheat market. They highlighted the 
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resolve disputes through World Trade Organization 
(2023) - Dispute Settlement Mechanism (WTO-
DSM) rather than Regional Trade Agreements – 
Dispute Settlement Mechanisms (RTA-DSM) to 
resolve disputes. In light of the recent international 
tensions rooted in the rivalry between the United 
States and China, it is evident that opportunities 
for both regional and global collaboration are on 
the rise. This trend is driven by an increasing level 
of cooperation among established global players 
due to their interdependence on the international 
stage. Within this context, the approach to 
fostering sustainability within the international 
community, as outlined in the United Nations’ 
sustainable development agenda, emerges as a 
significant mechanism for promoting economic 
growth, facilitat ing recovery, and ensur ing 
stability in nations across the globe (Kim et 
al., 2023). Abay et al. (2022) emphasized that 
the Russia-Ukraine crisis posed a serious food 
security threat for Egypt. The study emphasized 
Egypt’s heavy reliance on imported wheat, with 
Russia and Ukraine being key suppliers. The 
authors argued that the crisis could disrupt global 
grain markets, raising food prices and scarcity. 
Egypt, already facing economic challenges, may 
need help to afford expensive wheat imports, 
worsening food security. The paper suggests 
proactive measures, such as diversifying wheat 
sources and strengthening domestic agricultural 
production, to mitigate the impact on Egypt’s 
food security. Li et al. (2022) underlined the 
detrimental effects of the civil war in Syria on crop 
production and food security. They emphasized 
the urgent need for interventions and supported the 
revitalization of the agricultural sector, rebuilding 
of infrastructure, and ensuring access to inputs and 
markets. The authors argued that addressing food 
security challenges in Syria required humanitarian 
assistance and long-term strategies for agricultural 
recovery and development.

Kuzmenko and Öztürk (2020) provided potential 
intuitions into the effects of the Russian-Ukrainian 
conf l ict on global agr icultu ral commodity 
markets. They highlighted disruptions in supply, 
t rade f lows, market dynamics, and broader 

economic implications. The authors examined 
the adjustments made by alternative exporters 
to fill the gap in global supply, as well as the 
implications for importing countries reliant on 
Ukrainian agricultural commodities. Understanding 
these effects is crucial for policymakers, market 
participants, and stakeholders involved in the 
agricultural sector. Guerrieri et al. (2022) examined 
the macroeconomic effects of the COVID-19 
pandemic, focusing on the interplay between 
negative supply shocks and demand shortages. The 
paper highlights the interconnectedness between 
negative supply shocks and demand shortages 
in the context of the COVID-19 pandemic. It 
emphasizes the need for comprehensive policy 
responses addressing supply-side disruptions and 
demand-side challenges to promote economic 
recovery and stability. Similarly, Stephens et al. 
(2022) focused on the supply chain disruptions 
caused by the outbreak of the COVID-19 pandemic 
by car rying out a comparative study on the 
relational capital on ambidextrous innovation and 
firm performance between Korean and U.S firms.

A paper by Glauber et al. (2022) delves into 
the detrimental effects of export restrictions 
imposed due to Russia’s invasion of Ukraine. 
The authors highlighted the disruption caused 
by these rest r ict ions in global food supply 
chains, particularly for agricultural commodities 
like wheat, maize, and soybeans. The reduced 
availability of these commodities leads to higher 
food prices and reduced access, exacerbating 
global food insecurity. The paper emphasizes 
that these restrictions affect vulnerable regions 
and populations. It also highlights secondary 
effects such as market volatility and reduced 
market efficiency. The authors call for coordinated 
international efforts to address the situation, 
ensuring open trade, transparency, and affordable 
food access for the most affected populations.

The duration of the Russia-Ukraine conf lict 
will impact the wheat harvest and therefore 
exacerbate the global food insecurity crisis already 
challenged by the COVID-19 pandemic (Yan et 
al., 2021). Wheat production in Ukraine is likely to 
decline due to the Russia - Ukraine conflict. Based 
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economic agents such as firms, private households, 
and governments result ing f rom policies or 
shocks in the economy. This framework enables 
researchers to trace the changes in key economic 
variables such as welfare, income, and expenditure 
resulting from policy changes.

The regional household receives all factor 
incomes (land, skilled labor, unskilled labor, 
capital, and natural resources) and all taxes 
on domestic and impor ted commodit ies, as 
shown in Fig. 3. The regional household then 
allocates all income across the components of 
final demand: private household consumption, 
government expenditure, and savings investment, 
following the Cobb-Douglas utility structure. 
Whereas government expenditure and savings-
investment behavior follow a constant elasticity 
of substitution (CES) functional form, the model 
assumes a constant difference elasticity (CDE) 
form to account for private household consumption 
behavior.

Product ion in the standard GTAP model 
assumes perfect competition with constant returns 
to scale (Hertel, 1997). The theoretical background 
of the model argues that producers aim to 
maximize profits under the constraints of existing 
production technologies and input prices. At the 
same time, private households try to maximize 
utility under budget constraints. The production 
follows a nested CES production function whereby 
firms combine a value-added composite with an 
intermediate bundle to produce a commodity. 
Product differentiation between imports from 
different sources and domestic and imported goods 
in the domestic market follows the Armington 
(CES) utility function. This utility function 
explains why two regions trade in similar product 
categories (Armington, 1969).

Since the GTAP database covers a broad 
range of countries and regions, it accounts for all 
bilateral trade f lows between each country and 
the ROW. The economic representation of each 
country or region follows a standard pattern with 
differences in base data and critical behavioral 
parameters. Nevertheless, the accounting of some 
countries comes through regional aggregates. This 

on Andrimont et al. (2021), the total wheat area in 
Ukraine revealed by satellite observations is about 
6.57 million hectares, close to the official statistics 
of Ukraine (i.e., 6.87 million hectares in 2021).

These studies collectively highlight the various 
dimensions and consequences of Russia’s invasion 
of the agricultural sector. They examine the 
impact on production, trade, market dynamics, 
and structural changes. Additionally, the studies 
emphasize the challenges farmers face, the need 
for policy interventions, and the potential for 
recovery and development in the post-conf lict 
period.

Ⅳ. Methodology and Data 

1. Method

To provide an assessment of Russia’s invasion 
of Ukraine and its impact on food security, we 
utilized the global multi-sector standard GTAP 
model. The standard GTAP is a static CGE model. 
CGE models can be applied to analyze various 
policy issues such as trade, tax, environment, 
climate, energy, water, poverty, immigration, 
and health-related issues, such as the COVID-19 
pandemic. The standard GTAP model provides a 
detailed representation of the economy, including 
the interlinkage between bilateral trading partners 
and economic sectors. The model has a database 
and parameter files that can be applied directly or 
indirectly through model extensions. Using a set of 
equations and economic data, the model captures 
the structure of the economy and the behavioral 
responses of economic agents.

The model’s inbuilt capacity and f lexibility 
enable researchers to evaluate the economy-
wide impact of policy shocks decomposed into 
direct or indirect effects. The model accounts 
for a policy shock’s demand and supply-side 
impacts, but also allows the prices and quantities 
supplied or demanded to adjust. The model utilizes 
simultaneous equations guided by economic theory 
and economic data to derive adjustments of the 
economy computationally, and the responses by 
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framework of the GTAP model makes it easy to 
interpret simulation outcomes and provides an 
avenue for the extension of the model (Corong 
et al., 2017). Unlike par tial equilibrium and 
macroeconomic models that focus on a single 
sector or a few sectors, the GTAP model employs a 
general equilibrium framework encompassing the 

Fig. 3. Structure of the GTAP Model

Source: Ko (2018).

representation of the whole economy. Profoundly, 
the standard GTAP model applies a comparative 
static approach, whereby simulation outcomes 
compare the status of the global economy under 
two assumptions: a base case and a policy case at a 
fixed time, or a base period and a future projected 
time.

2. Data and Policy Scenarios

2.1. Data

In this model design, the GTAP Database 
Version 11 (Aguiar et al., 2023) was employed 
to analyze Russia’s invasion of Ukraine and 

its impact on global food security. The initial 
step involves aggregating the original dataset, 
consisting of 160 regions and 65 sectors, into a 
more manageable structure of 23 regions and 24 
sectors, as shown in Table 1. This aggregation 
allows for an inclusive assessment while still 
maintaining relevant details. 
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Table 1. Classification of Regions and Sectors

No. Region Code Description No. Sector Code Description

1 UKR Ukraine 1 Wheat Wheat

2 RUS Russia 2 OthGrains Other Grains

3 EGY Egypt 3 VegOil Vegetable Oil

4 TUR Turkey 4 Crops Crops

5 GEO Georgia 5 MeatLstk Meat & Livestock

6 AZE Azerbaijan 6 Oil Oil

7 MNG Mongolia 7 Gas Gas

8 CHN China 8 Extraction Extraction

9 IND India 9 ProcFood Processed Food

10 USA U.S.A. 10 TextWapp Textile Wear apparel

11 CAN Canada 11 WdPapPbl Wood, Paper prdts & Publishing

12 AUS Australia 12 PetroCoalPr Petro Coal Products

13 FRA France 13 Chemicals Chemicals

14 DEU Germany 14 Metals Metals

15 ARG Argentina 15 Electronics Electronics

16 KOR Korea 16 Machinery Machinery

17 JPN Japan 17 Autos Automobiles

18 RestSEAsia Rest of South East Asia 18 OthMnfc Other Manufacturing

19 RestAmer Rest America 19 Util_Cons Utility & Construction

20 WestEurope Western Europe 20 Trade Trade

21 MENA Middle East & North Africa 21 TransportS Transport Services

22 SSA Sub-Saharan Africa 22 Communication Communication

23 ROW Rest of the World 23 FinanInsur Finance & Insurance

24 OthSvcs Other Services

Source: Authors’ classification using GTAP DB Version 11.



2.2. Policy Scenarios

 The ongoing military intervention by Russia 
in Ukraine has brought about uncer tainties 
concerning the duration and severity of the 
ongoing conf l ic t .  To assess the potent ia l 
ramifications on worldwide food security, we 
have formulated three distinct scenarios: Slight, 
Moderate, and Severe, as outlined in Table 3. 
Each scenario encompasses three key variables 
for shock. The initial variable pertains to the 
wheat output (production) within Ukraine. This 
variable serves to gauge the adjustments in 
production across various sectors. The second 
variable focuses on trade and is utilized to 
quantify the export sales of wheat from Ukraine 
to other regions. Our third shock mirrors the first, 
involving the wheat output (production) by other 
external producers. These scenarios are grounded 
in divergent assumptions regarding the potential 
reduction in wheat production within Ukraine and 
the subsequent global trade reverberations. 

In each of the depicted scenarios (SC) presented 
in Table 2, we simulated three shock variables. For 
instance, within SC1, we introduced our first shock 
variable (S1), which represented a 35% reduction 
in wheat production in Ukraine. The second shock 
(S2) involved a 20% disruption in wheat trade, 
while the third shock (S3) accounted for a 2% 
increase in wheat production from third-party 
producers. These corresponding adjustments are 
applicable across all three scenarios (SC) outlined 
in Table 2. Therefore, to evaluate the ramifications 
of the Russia-Ukraine war, we consider the 
combined effects of the three shocks (S1, S2, and 
S3) within each scenario (SC).

Third-party wheat producers might increase 
production during the Russia-Ukraine war for 
several reasons. The conflict could disrupt the 
global wheat supply chain due to the prominence 
of these countries as exporters, creating an 
opportunity for other producers to meet demand. 
Higher wheat prices resulting from reduced 
supply could attract third-party producers aiming 
to capitalize on increased profits. With Russia and 
Ukraine’s export capabilities compromised, third-
party producers could fulfill export opportunities 

and diversify supply sources for countries reliant 
on these nations. Concerns over global food 
security might drive increased production, while 
speculation on rising prices due to the conflict 
could motivate producers to expand output. 
Some might strategically position themselves 
in the market, contribute to humanitarian aid, 
or respond to underlying demand growth. The 
specific motivations would depend on individual 
circumstances and objectives.

To evaluate the consequences of the Ukraine 
war, we used productivity shifters to simulate the 
aforementioned three scenarios. A productivity 
shifter is a specif ic type of shock or change 
implemented in the model to simulate the effects 
of productivity changes in an economy. That 
is, the productivity levels of specific sectors or 
industries in the economy are altered. To assess 
the impact of Russia’s invasion of Ukraine on food 
security, we used Ukraine’s wheat production 
and trade, as well as an increase in the production 
of wheat by third producers as shock values 
for policy scenarios; the productivity shifter is 
lowered, except for that of third producers where 
the productivity shifter is augmented.

Scenario 1: (Slight) assumes a 35% decrease 
in wheat production in Ukraine, a trade 
disruption of 20%, and a 2% increase 
in wheat production by third producers 
(China, India, USA, Canada, Australia, 
France, Germany, and Argentina).

Scenario 2: (Moderate) assumes the situation 
worsens compared to Scena r io 1. 
We assume a 45% decrease in wheat 
production in Ukraine, indicating a more 
significant decline in agricultural output. 
Trade is disrupted by 30%, with a 3% 
increase in wheat production by third 
producers. 

Scenario 3: (Severe) assumes a worst-case 
scenario, leading to a severe impact 
on wheat production in Ukraine. We 
assume a 55% decrease in Ukraine’s 
wheat production and a 40% disruption 
in trade, indicating a drastic decline 
in agricultural output. To redress the 
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increase in wheat production by third 
producers is assumed.

situation of a limited supply of wheat 
from Ukraine as a result of the war, a 5% 
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Table 2. Policy Scenarios

Scenario Description 

SC1 - Slight

35% decrease in wheat production in Ukraine (S1)

20% wheat trade disruption (S2)

2% increase in wheat production by third producers (S3)

SC2 - Moderate

45% decrease in wheat production in Ukraine (S1)

30% wheat trade disruption (S2)

3% increase in wheat production by third producers (S3)

SC3 - Severe

55% decrease in wheat production in Ukraine (S1)

40% wheat trade disruption (S2)

5% increase in wheat production by third producers (S3)

Source: Authors’ assumptions.

The simulation enables the assessment of the 
causes of the repercussions on Ukraine’s wheat 
production and the associated trade disruption. 
By analyzing the results, researchers can gain 
insights into the changes in production levels, 
trade patterns, and economic indicators. This 
model design provides a structured framework 
for understanding the potential consequences of 
the Russian war on Ukraine’s wheat sector, and 
offers valuable information for policymakers and 
stakeholders in formulating strategies to address 
the challenges arising from the conflict.

In our analysis, our f irst shock entailed a 
decrease in Ukraine’s wheat production. In the 
second shock, we considered the same decrease 
in Ukraine’s wheat production and disruption in 
trade, and the third shock accounts for an increase 
in wheat production by third producers. To assess 
the impact of this increase in wheat production 
by third producers, we calculated the difference 
between results. This allowed the determination 
of its effects on real GDP, welfare, export volume, 
import volume, trade balance, and output by sector.

V. Simulation Results 

This section illustrates the macroeconomic 
impacts of Russia’s invasion of Ukraine on real 
GDP, equivalent variation (EV) as a measure of 
welfare, export and import volumes, trade balance, 
and output by sector. The simulation results report 
the cumulative differences between the policy 
scenarios. The results in Columns 2 to 4 are based 
on shocks on wheat production in Ukraine and 
trade disruption (S1+S2), while for Columns 5 to 
7, the shocks are comprised of wheat production 
in Ukraine and trade disruption with an additional 
shock on wheat production by third producers 
(S1+S2+S3), as shown in Table 2. 

As seen in Table 3, Russia’s invasion of 
Ukraine is expected to lead to a decline in the real 
GDP of India of -0.001%. In Columns 5 to 7 of 
Table 3, with an increase in wheat production by 
third producers, the expected outcome on the real 
GDP of countries such as China (0.101%), India 
(0.073%), and Japan (0.001%), (SC1) witnessed a 
slight increase as compared to Column 2.  



 Table 3. Impact of the Russia-Ukraine War on Real GDP (%)

　

Decrease in wheat production in Ukraine 
(S1) + wheat trade disruption (S2) 

A decrease in wheat production in Ukraine 
(S1) + wheat trade disruption (S2) + an 
increase in wheat production by third 

producers (S3)

Region Slight
(SC1)

Moderate 
(SC2)

Severe
(SC3)

Slight
(SC1)

Moderate 
(SC2)

Severe
(SC3)

UKR -0.195 -0.260 -0.328 -0.205 -0.269 -0.331 

RUS -0.000 -0.000 -0.001 -0.001 -0.001 -0.002 

EGY 0.007 0.008 0.009 0.005 0.005 0.004 

TUR -0.000 -0.001 -0.001 0.001 0.001 0.002 

GEO -0.000 -0.000 -0.001 -0.000 -0.000 -0.000 

AZE 0.000 -0.000 -0.000 -0.001 -0.002 -0.003 

MNG 0.000 -0.000 -0.000 -0.001 -0.001 -0.001 

CHN 0.000 0.000 0.000 0.101 0.147 0.205 

IND -0.001 -0.001 -0.001 0.073 0.108 0.178 

USA 0.000 -0.000 -0.000 0.003 0.004 0.005 

CAN 0.000 0.000 0.000 -0.001 -0.001 0.001 

AUS 0.001 0.001 0.001 0.006 0.008 0.014 

FRA 0.000 0.000 0.000 -0.001 -0.001 0.000 

DEU 0.000 -0.000 -0.000 -0.000 -0.000 0.001 

ARG 0.000 0.000 0.000 0.005 0.007 0.013 

KOR 0.000 0.000 0.000 0.000 0.000 0.000 

JPN 0.000 0.000 0.000 0.001 0.001 0.002 

RestSEAsia 0.001 0.001 0.001 0.001 0.001 0.002 

RestAmer 0.000 0.000 0.000 -0.001 -0.002 -0.002 

WestEurope -0.000 -0.000 -0.000 -0.002 -0.003 -0.004 

MENA 0.000 -0.000 -0.000 -0.001 -0.001 -0.002 

SSA 0.000 0.000 0.000 -0.003 -0.005 -0.007 

 ROW -0.000 -0.001 -0.001 -0.002 -0.003 -0.004 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 
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Table 4. Impact of an Increase in Wheat Production by Third Producers (S3) on Real GDP (%) 

Region Slight (SC1) Moderate (SC2) Severe (SC3)

Ukraine -0.011 -0.009 -0.003 

Russia -0.001 -0.001 -0.001 

Egypt -0.002 -0.003 -0.005 

Turkey 0.001 0.002 0.003 

Georgia 0.000 0.000 0.000 

Azerbaijan -0.001 -0.002 -0.003 

Mongolia -0.001 -0.001 -0.001 

China 0.101 0.147 0.205 

India 0.074 0.109 0.180 

USA 0.003 0.004 0.006 

Canada -0.001 -0.002 0.001 

Australia 0.006 0.008 0.013 

France -0.001 -0.001 0.000 

Germany -0.000 -0.000 0.001 

Argentina 0.005 0.007 0.013 

Korea -0.000 0.000 0.000 

Japan 0.001 0.001 0.002 

Rest of South East Asia 0.000 0.000 0.001 

Rest America -0.001 -0.002 -0.002 

Western Europe -0.002 -0.003 -0.003 

Middle East & North Africa -0.001 -0.001 -0.001 

Sub-Saharan Africa -0.003 -0.005 -0.007 

Rest of the World -0.002 -0.003 -0.004 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 

The results in Table 4 are the difference between 
(a decrease in wheat production in Ukraine and 
trade disruption) (S1+S2) and (a decrease in wheat 
production in Ukraine and trade disruption plus an 
increase in wheat production by third producers) 
(S1+S2+S3). as shown in Table 3. Its impact on the 
real GDP of countries such as Egypt, Azerbaijan, 
and Mongolia are negative. The impact of an 

increase in wheat production by third producers 
on Ukraine’s real GDP registered -0.011% in SC1, 
while in SC2 and SC3, the country’s real GDP 
declined by -0.009% and -0.003%, respectively. 
Japan and China registered slight increases in real 
GDP in all scenarios, as shown in Table 4. The 
outcome of the slight increase might be attributed 
to a series of factors.



In SC3, the impact of Russia’s invasion 
of Ukraine will affect more countries when 
policymakers and stakeholders fail to formulate 
strategies to address the challenges arising from 
the war. This, in effect, would affect trade among 
countries, thereby negatively affecting the global 
economy.

Regions that rely on Ukraine for wheat may 
experience varying impacts on GDP. The overall 
increase in global wheat production by third 

producers will help offset some of the shortages 
result ing f rom the drop in Ukraine’s wheat 
production. As a result, the real GDP of regions 
such as Egypt, Azerbaijan, Mongolia, and Canada 
will be negatively affected, as it would have been 
if global wheat production had remained stagnant 
or decreased. However, the real GDP impact would 
still depend on the severity of the conflict and the 
extent to which other wheat-producing regions 
could compensate for Ukraine’s reduced output.

Table 5. Impact of the Russia-Ukraine War on Welfare (US$ Million)

　
Decrease in wheat production in Ukraine 

(S1) + wheat trade disruption (S2) 
A decrease in wheat production Ukraine (S1) 
+ wheat trade disruption (S2) + an increase 
in wheat production by third producers (S3)

Region Slight (SC1) Moderate 
(SC2)

Severe 
(SC3) Slight (SC1) Moderate 

(SC2)
Severe 
(SC3)

UKR -140.1 -223.9 -308.7 -243.5 -357.8 -491.7 
RUS 13.0 20.8 28.8 -106.8 -151.5 -228.4 
EGY -17.8 -28.1 -38.4 -13.3 -21.2 -20.5 
TUR -6.0 -9.5 -13.1 -6.3 -10.4 -6.8 
GEO 0.1 0.2 0.3 -0.1 -0.2 -0.0 
AZE -0.2 -0.4 -0.5 0.9 1.3 2.4 
MNG 0.0 0.0 0.0 1.0 1.5 2.4 
CHN 6.5 10.3 14.1 14,486.5 21,072.1 29,204.0 
IND -19.9 -31.2 -42.5 2,054.0 3,047.8 5,043.7 
USA 12.3 19.6 27.1 -171.1 -249.4 -262.2 
CAN 15.3 24.4 33.7 -388.6 -552.8 -747.3 
AUS 34.6 55.2 76.3 -158.4 -219.6 -291.0 
FRA 13.8 22.1 30.6 -194.5 -274.8 -336.2 
DEU 1.6 2.7 3.7 48.2 71.3 124.6 
ARG 4.5 7.1 9.8 -57.1 -80.3 -109.7 
KOR -5.8 -9.1 -12.3 98.6 140.4 198.9 
JPN -0.2 -0.2 -0.3 122.0 173.1 259.3 
RestSEAsia -36.4 -57.6 -79.1 45.2 63.3 167.4 
RestAmer -3.3 -5.4 -7.4 -210.3 -302.6 -380.7 
WestEurope -0.0 0.6 1.4 -630.8 -903.4 -1,216.2 
MENA -42.2 -67.3 -92.8 -141.3 -203.9 -235.5 
SSA -12.6 -20.1 -27.8 -110.5 -151.0 -149.9 
 ROW -4.3 -6.8 -9.4 -86.7 -122.9 -166.3 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 
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7, the shocks are comprised of wheat production 
in Ukraine and trade disruption with an additional 
shock on wheat production by third producers 
(S1+S2+S3), as shown in Table 2. Korea and 
Japan registered declines of $5.8 million and 

Table 5 shows the impact of the war on welfare 
in terms of equivalent variation (EV) in US$ 
million. The results in Columns 2 to 4 are based 
on shocks in wheat production in Ukraine and 
trade disruption (S1+S2), while for Columns 5 to 
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Table 6. Impact of an Increase in Wheat Production by Third Producers (S3) on Welfare
(US$ Millions)

Region Slight
(SC1)

Moderate
(SC2)

Severe
(SC3)

UKR -103.4 -133.9 -183.1 

RUS -119.8 -172.3 -257.2 

EGY 4.5 6.9 17.9 

TUR -0.3 -0.9 6.2 

GEO -0.3 -0.4 -0.3 

AZE 1.2 1.7 2.9 

MNG 1.0 1.5 2.4 

CHN 14,480.0 21,061.8 29,190.0 

IND 2,073.9 3,079.1 5,086.2 

USA -183.4 -269.0 -289.4 

CAN -403.8 -577.2 -781.0 

AUS -193.0 -274.8 -367.3 

FRA -208.3 -296.9 -366.8 

DEU 46.5 68.6 120.8 

ARG -61.6 -87.4 -119.5 

KOR 104.4 149.5 211.3 

JPN 122.2 173.3 259.6 

RestSE Asia 81.5 121.0 246.4 

RestAmer -207.0 -297.2 -373.3 

WestEurope -630.7 -904.0 -1,217.5 

MENA -99.1 -136.6 -142.7 

SSA -97.9 -130.9 -122.2 

ROW -82.5 -116.1 -156.9 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 



$0.2 million, as shown in Column 2 (SC1), 
respectively. The results of both countries worsen 
as the conflict intensifies, as shown in Columns 
3 and 4. In Columns 5 to 7, there is a significant 
improvement in the welfare of Korea and Japan, 
the same as other countries. This boost is a result 
of an increase in the production of wheat by 
third producers, as seen in Table 5. Contrarily, 
China and Germany’s welfare experienced a 
slight improvement in all scenarios (Columns 2 
to 4). This is further improved for both countries 
(Columns 5 to 7) due to an increase in the 
production of wheat by third producers.

Countries such as the US (US$ 183.4 million), 
Canada (US$ 403.8 million), Australia (US$ 193.0 
million), and France (US$ 208.3 million) show 
a decline in welfare, as shown in Table 6. Other 
than Georgia, the rest of the above-mentioned 
countries are third producers of wheat likely 
to experience higher exports to other nations, 
thereby negatively impacting economic welfare, 
probably due to increased prices in both domestic 
and foreign markets. For Georgia, the outcome 
might be related to its dependence on Ukraine’s 
agricultural wheat production. 

Under the severe scenario (SC3), the impact on 
the welfare of these countries keeps declining, as 
most countries that initially relied on Ukraine’s 
wheat exports will seek alternative routes, thereby 
increasing the export volume of these third 
producers at the expense of home consumption, as 
shown in Column 4 of Table 6.

Contrarily, the welfare of countries such as 
China (US$ 14,480.0 million), Korea (US$ 104.4 
million), India (US$ 2,073.9 million), Germany 
(US$ 46.5 million), Japan (US$ 122.2 million), 
and Egypt (US$ 4.5 mill ion) registered an 
increase. For fear of inflationary pressures and 
potential food security concerns, countries that 
heavily rely on Russian and Ukrainian wheat 
impor ts might face higher pr ices or supply 
const raints due to war-related disruptions, 
and have sought alternative measures to meet 
existing demand by relying on other producers for 
sustainability and livelihood.

The impact on welfare in regions that depend 

on Ukraine’s wheat is inf luenced by several 
factors. A rise in global wheat production could 
help stabilize wheat prices and ensure a steadier 
supply, alleviating some of the immediate food 
security concerns. However, the situation might 
still be challenging if Ukraine’s wheat production 
and trade disruptions persist for an extended 
period without any measures taken to averse 
the situation. Other factors, such as government 
policies, income distribution, and the ability 
of countries to access alternative food sources, 
would also play a role in determining the overall 
welfare impact.

The results in Columns 2 to 4 in Table 7 are 
based on shocks on wheat production in Ukraine 
and trade disruption (S1+S2), while in Columns 5 
to 7, the shocks are comprised of wheat production 
in Ukraine and trade disruption with an additional 
shock on wheat production by third producers 
(S1+S2+S3), as shown in Table 2. As illustrated 
in Column 2 of Table 7, China and Japan’s 
export volumes declined by 0.002% and 0.001%, 
respectively (SC1), in Column 3, 0.002%, and 
0.002% (SC2), and 0.004% and 0.002%, as seen in 
Column 4 (SC3). Korea, on the other hand, records 
positive export volumes in all scenarios with 
the same results. With an additional shock of an 
increase in wheat production by third producers, 
Korea and Japan record significant export volumes 
in all three scenarios, while China’s export volume 
witnessed a decline in all scenarios. 

The results in Columns 2 to 4 on Table 8 are 
based on shocks on wheat production in Ukraine 
and trade disruption, while for Columns 5 to 7, 
the shocks are comprised of wheat production in 
Ukraine and trade disruption with an additional 
shock on wheat production by third producers, 
as shown in Table 2. As demonstrated in Table 
8, China and Korea’s import volumes declined. 
The same occurs for countries such as Egypt 
(-034%) and India (-0.006%) in (SC1), -0.043% 
and -0.009% (SC2), and -0.053% and -0.011% 
(SC3). Korea and China, on the other hand, record 
positive import volumes in all three scenarios 
(Columns 5 to 7). Japan, for its part, records a 
decline in import volumes in all scenarios.
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Table 7. Impact of the Russia-Ukraine War on Exports (%)

　
Region

Decrease in wheat production in Ukraine 
(S1) + wheat trade disruption (S2) 

A decrease in wheat production Ukraine (S1) 
+ wheat trade disruption (S2) + an increase 
in wheat production by third producers (S3)

Slight
(SC1)

Moderate 
(SC2)

Severe 
(SC3)

Slight
(SC1)

Moderate 
(SC2)

Severe 
(SC3)

UKR -0.251 -0.303 -0.361 -0.117 -0.113 -0.083 

RUS 0.002 0.003 0.004 0.075 0.108 0.147 

EGY 0.022 0.034 0.047 0.038 0.057 0.069 

TUR -0.002 -0.002 -0.003 0.066 0.095 0.132 

GEO 0.007 0.011 0.015 0.044 0.064 0.088 

AZE 0.002 0.004 0.005 0.010 0.015 0.019 

MNG -0.000 -0.000 -0.000 0.008 0.011 0.013 

CHN -0.002 -0.003 -0.004 -0.565 -0.802 -1.072 

IND -0.003 -0.005 -0.007 -0.119 -0.175 -0.303 

USA -0.001 -0.002 -0.002 0.110 0.158 0.219 

CAN -0.004 -0.006 -0.009 0.315 0.451 0.624 

AUS -0.011 -0.017 -0.023 0.166 0.233 0.328 

FRA -0.005 -0.007 -0.010 0.145 0.208 0.284 

DEU -0.001 -0.001 -0.001 0.044 0.063 0.087 

ARG -0.005 -0.008 -0.011 0.177 0.254 0.379 

KOR 0.001 0.001 0.001 0.025 0.036 0.049 

JPN -0.001 -0.002 -0.002 0.078 0.113 0.154 

RestSEAsia 0.001 0.002 0.002 0.047 0.068 0.090 

RestAmer -0.001 -0.001 -0.001 0.101 0.144 0.198 

WestEurope -0.001 -0.001 -0.001 0.066 0.095 0.132 

MENA 0.000 -0.000 -0.000 0.043 0.061 0.086 

SSA 0.000 0.001 0.001 0.077 0.111 0.155 

ROW -0.004 -0.006 -0.008 0.044 0.062 0.088 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 



Table 8. Impact of the Russia-Ukraine War on Imports (%)

　
Decrease in wheat production in Ukraine (S1) 

+ wheat trade disruption (S2) 
A decrease in wheat production Ukraine (S1) 
+ wheat trade disruption (S2) + an increase in 

wheat production by third producers (S3)

Region Slight
(SC1)

Moderate 
(SC2)

Severe 
(SC3)

Slight
(SC1)

Moderate 
(SC2)

Severe 
(SC3)

UKR -0.465 -0.746 -1.031 -0.791 -1.167 -1.611 

RUS 0.016 0.026 0.036 -0.103 -0.146 -0.222 

EGY -0.034 -0.043 -0.053 -0.032 -0.040 -0.042 

TUR -0.002 -0.003 -0.004 -0.011 -0.015 -0.018 

GEO 0.005 0.009 0.012 -0.008 -0.010 -0.012 

AZE 0.002 0.004 0.006 0.001 0.002 0.007 

MNG -0.001 -0.001 -0.002 -0.012 -0.015 -0.015 

CHN -0.000 -0.000 -0.000 0.199 0.291 0.407 

IND -0.006 -0.009 -0.011 0.020 0.034 0.085 

USA 0.001 0.002 0.003 -0.047 -0.067 -0.091 

CAN 0.001 0.002 0.003 -0.075 -0.107 -0.146 

AUS 0.016 0.026 0.036 -0.104 -0.146 -0.196 

FRA 0.002 0.003 0.005 -0.022 -0.032 -0.040 

DEU 0.000 0.000 0.001 0.006 0.009 0.012 

ARG 0.003 0.004 0.006 -0.110 -0.157 -0.217 

KOR -0.001 -0.001 -0.001 0.014 0.020 0.029 

JPN 0.000 0.000 0.000 -0.018 -0.026 -0.034 

RestSEAsia -0.003 -0.003 -0.004 0.006 0.009 0.015 

RestAmer -0.000 -0.000 -0.001 -0.028 -0.040 -0.052 

WestEurope 0.000 0.001 0.001 -0.005 -0.007 -0.008 

MENA -0.005 -0.007 -0.009 -0.021 -0.030 -0.033 

SSA -0.004 -0.005 -0.006 -0.046 -0.062 -0.068 

ROW -0.005 -0.007 -0.010 -0.044 -0.063 -0.083 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 
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Table 9. Impact of an Increase in Wheat Production by Third Producers (S3) on Export and Import Volumes (%)

Region

Exports (%) Imports (%)

Slight (SC1) Moderate 
(SC2) Severe (SC3) Slight (SC1) Moderate 

(SC2) Severe (SC3)

Ukraine 0.134 0.190 0.279 -0.325 -0.421 -0.580 

Russia 0.073 0.105 0.143 -0.119 -0.173 -0.259 

Egypt 0.017 0.023 0.023 0.002 0.003 0.011 

Turkey 0.068 0.097 0.135 -0.008 -0.012 -0.014 

Georgia 0.037 0.053 0.073 -0.013 -0.019 -0.024 

Azerbaijan 0.008 0.011 0.014 -0.001 -0.002 0.001 

Mongolia 0.008 0.011 0.014 -0.011 -0.014 -0.013 

China -0.564 -0.800 -1.068 0.199 0.292 0.408 

India -0.116 -0.170 -0.296 0.026 0.043 0.096 

USA 0.111 0.159 0.222 -0.048 -0.069 -0.093 

Canada 0.319 0.457 0.632 -0.076 -0.109 -0.148 

Australia 0.176 0.250 0.351 -0.120 -0.172 -0.232 

France 0.150 0.215 0.294 -0.024 -0.035 -0.045 

Germany 0.045 0.064 0.088 0.006 0.008 0.012 

Argentina 0.182 0.263 0.390 -0.113 -0.161 -0.223 

Korea 0.024 0.035 0.047 0.015 0.021 0.029 

Japan 0.079 0.114 0.156 -0.018 -0.026 -0.034 

RestSE Asia 0.046 0.066 0.088 0.009 0.013 0.019 

RestAmer 0.101 0.145 0.199 -0.027 -0.039 -0.051 

WestEurope 0.067 0.096 0.133 -0.005 -0.007 -0.009 

MENA 0.043 0.061 0.087 -0.016 -0.023 -0.024 

SSA 0.077 0.111 0.154 -0.042 -0.057 -0.062 

ROW 0.047 0.068 0.096 -0.040 -0.056 -0.073 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 



A comparison of changes in exports Table 9 
in Columns 2 to 4 with changes in imports in 
Columns 5 to 7 of the same table is done. This 
is in consideration of changes in terms of trade, 
as explained in the changes in trade balance, as 
shown in Table 10. Table 9 shows the impact of an 
increase in wheat production by third producers 
on export and import volumes. China and India 
experienced declines of -0564% and -0.116%, 
respectively. If the war persists, it will affect the 
export trade of these countries deeper, as shown 
in SC3 for exports in Table 9. This would also 
lead to a decline in investment, as most countries 
would not want to invest in a chaotic environment. 
Reduced investment can lead to decreased export 
capacity, lower competitiveness, and limited 
access to global markets. This can result in a 
decline in exports and a widening trade deficit, 
thereby reducing participation in international 
trade. 

Contrarily, the export volume of countries such 
as Russia, Japan, and Korea witnessed an increase 
due to a variety of factors other than those related 
to the conflict.

The impact of Russia’s invasion of Ukraine on 
the import volumes of regions such as Ukraine, 
Russia, the US, Canada, and Japan, amongst 
others, experienced declines of -0.325%, -0.119%, 
-0.048%, -0.076%, and -0.018%, respectively. 
If the war continues, it will further dampen the 
import trade of these countries, as shown in 
Column 7 of Table 9. Contrarily, countries with 
positive import volumes include Egypt (0.002%), 
China (0.199%), India (0.026%), Germany 
(0.006), and Korea (0.015). With the disruption 
of agricultural activities in the conflict-affected 
regions, these countries may turn to alternative 
sources for wheat needs, potentially boosting 
imports from other nations. Comparatively, the 
decline in the import volumes of most regions is 
far heavier than its exports. This can be due to the 
increase in trade costs and border closures, which 
were a result of the war itself, or the economic 
sanctions some countries placed on Russia.

Regions that rely on Ukraine for wheat imports 
may face reduced supplies due to the conf lict-

induced drop in Ukraine’s wheat production 
and trade. This could lead to increased demand 
for wheat f rom other expor t ing count r ies, 
potentially resulting in higher prices and logistical 
challenges. On the other hand, a rise in global 
wheat production by third producers might create 
additional export opportunities for countries with 
surplus wheat, which could partially offset the 
import disruptions faced by regions dependent on 
Ukrainian wheat.

The results in Columns 2 to 4 of Table 10 are 
based on shocks of wheat production in Ukraine 
and trade disruption (S1+S2), while in Columns 5 
to 7, the shocks comprised of wheat production in 
Ukraine and trade disruption with an additional 
shock on wheat production by third producers 
(S1+S2+S3), as shown in Table 2. As shown in 
Table 10, the trade balances of China, Korea, and 
Japan are negative, as shown in Columns 2 to 4 
(all scenarios). This is indicative of a trade deficit, 
while in Columns 5 to 7, China’s trade balance 
suffers a significant decline, while those of Korea 
and Japan show significant surpluses. Further, 
though China and India have trade deficits, the 
rest of the regions experience trade surpluses. 
This is due to an increase in the production of 
wheat by third producers.  

The impact of Russia’s invasion on the trade 
balance is shown in Table 10. Most countries, 
including Russia (US$ 449.2 million), Ukraine 
(US$ 192.9 million), the US (US$ 3,221.7 million), 
Japan (US$ 912.8 million), and Korea (US$ 195.8 
million), witnessed trade surpluses, while China 
(US$ -15,541.5 million) and India (US$ -538.7 
million) recorded trade surpluses.

The t rade balance of regions relying on 
Ukraine for wheat would largely depend on the 
overall reliance on Ukraine’s imports and the 
ability to access alternative sources. If the conflict 
leads to significant disruptions in Ukraine’s wheat 
trade, these regions may experience trade deficits 
due to higher import costs and limited availability. 
However, a rise in global wheat production by 
third producers might offer some relief by reducing 
the trade imbalance for countries that can access 
additional wheat exports from other regions.
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Table 10.  Impact of the Russia-Ukraine War on Trade Balance
(US$ Million)  

　
Decrease in wheat production in Ukraine (S1) 

+ wheat trade disruption (S2) 

A decrease in wheat production Ukraine (S1) 
+ wheat trade disruption (S2) + an increase in 

wheat production by third producers (S3)

Region Slight
(SC1)

Moderate 
(SC2)

Severe
(SC3)

Slight
(SC1)

Moderate
 (SC2)

Severe
(SC3)

UKR 225.6 361.4 499.4 418.5 615.7 849.6 

RUS -18.0 -28.8 -39.8 431.1 617.6 871.3 

EGY 5.5 8.8 12.0 25.6 37.5 49.5 

TUR 0.4 0.7 0.9 157.3 226.4 309.6 

GEO 0.2 0.4 0.5 4.0 5.8 8.1 

AZE -0.3 -0.5 -0.7 0.9 1.2 1.7 

MNG 0.0 0.0 0.0 2.5 3.6 4.7 

CHN -29.9 -47.8 -65.8 -15,571.4 -22,303.4 -30,179.5 

IND 12.3 19.3 26.3 -526.4 -798.6 -1,497.6 

USA -36.4 -58.0 -79.9 3,185.3 4,574.4 6,276.7 

CAN -11.8 -18.9 -26.0 1,540.9 2,207.0 3,027.2 

AUS -51.8 -82.5 -113.7 587.7 832.0 1,128.9 

FRA -36.5 -58.4 -80.7 1,095.2 1,565.9 2,107.4 

DEU -11.2 -18.0 -24.9 649.1 929.5 1,270.1 

ARG -1.8 -2.8 -3.8 144.9 207.4 287.4 

KOR -2.1 -3.3 -4.6 193.7 277.9 381.9 

JPN -8.3 -13.2 -18.2 904.5 1,299.9 1,782.9 

RestSEAsia 8.2 13.0 17.7 845.6 1,216.1 1,647.8 

RestAmer -7.3 -11.6 -16.0 1,344.3 1,930.9 2,642.5 

WestEurope -41.4 -66.8 -92.6 3,384.4 4,856.6 6,696.7 

MENA 2.9 4.5 6.2 541.2 776.9 1,055.5 

SSA -0.2 -0.3 -0.4 469.2 671.3 914.3 

ROW 1.8 3.0 4.1 171.9 246.3 340.2 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 



Table 11. Impact of an Increase in Wheat Production by Third Producers (S3) on Trade Balance 
(US$ Million) 

Region Slight 
(SC1)

Moderate 
(SC2)

Severe 
(SC3)

UKR 192.9 254.3 350.2 

RUS 449.2 646.5 911.0 

EGY 20.1 28.7 37.5 

TUR 156.8 225.8 308.7 

GEO 3.8 5.4 7.5 

AZE 1.2 1.7 2.4 

MNG 2.5 3.5 4.7 

CHN -15,541.5 -22,255.5 -30,113.7 

IND -538.7 -818.0 -1,523.9 

USA 3,221.7 4,632.4 6,356.7 

CAN 1,552.7 2,225.9 3,053.2 

AUS 639.5 914.5 1,242.6 

FRA 1,131.8 1,624.3 2,188.1 

DEU 660.3 947.5 1,295.0 

ARG 146.7 210.2 291.2 

KOR 195.8 281.3 386.5 

JPN 912.8 1,313.1 1,801.2 

RestSEAsia 837.4 1,203.1 1,630.1 

RestAmer 1,351.6 1,942.6 2,658.5 

WestEurope 3,425.8 4,923.4 6,789.3 

MENA 538.3 772.3 1,049.3 

SSA 469.4 671.7 914.7 

 ROW 170.0 243.3 336.1 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023).
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Table 12. Impact of the Russia-Ukraine War on Output by Sector (%)

Region UKR RUS EGY TUR GEO AZE MNG CHN IND USA CAN

Wheat -14.39 -8.94 -0.80 -1.22 -2.48 -0.53 -0.69 5.02 4.64 3.71 2.81 

OthGrains 0.15 0.17 0.05 -0.15 -0.06 -0.11 -0.37 0.45 0.29 -0.08 -0.04 

VegOil 1.06 0.36 0.09 -0.11 -0.08 -0.11 0.47 0.33 0.30 -0.01 0.36 

Crops -0.09 0.14 0.03 -0.11 -0.08 -0.10 -0.47 0.45 0.25 -0.10 0.07 

MeatLstk -1.99 0.02 0.03 -0.01 -0.05 -0.01 -0.22 0.55 0.21 -0.06 0.19 

Oil 0.20 0.06 -0.01 0.00 0.01 0.01 -0.02 -0.16 -0.09 0.01 0.08 

Gas 0.12 0.03 -0.03 -0.02 -0.01 -0.02 -0.02 -0.19 -0.12 -0.03 0.03 

Extraction 0.34 0.11 0.01 0.04 0.05 -0.00 0.04 0.04 -0.00 -0.06 0.20 

ProcFood 0.02 -0.05 -0.01 -0.03 -0.12 -0.05 -0.38 0.79 0.49 -0.04 0.01 

TextWapp 0.68 0.53 0.06 0.25 0.58 0.36 0.20 -0.23 0.08 0.26 0.94 

WdPapPbl 0.70 0.38 -0.00 0.02 0.10 -0.03 -0.02 0.03 -0.03 0.02 0.42 

PetroCoalPr 0.41 0.11 -0.01 -0.00 0.03 0.01 0.06 -0.04 -0.02 0.01 0.12 

Chemicals 0.71 0.33 0.00 0.05 0.20 0.06 -0.08 -0.29 -0.12 0.10 0.56 

Metals 1.12 0.56 0.03 0.08 0.24 0.11 -0.08 -0.25 -0.16 0.11 0.61 

Electronics 2.02 0.53 0.17 0.35 0.34 0.15 0.22 -0.74 0.04 0.49 1.24 

Machinery 1.54 0.37 0.06 0.12 0.19 0.12 0.10 -0.26 -0.05 0.04 0.70 

Autos 0.35 0.05 -0.02 -0.01 0.08 0.09 0.03 0.16 0.10 0.01 0.31 

OthMnfc 0.63 0.18 0.07 0.06 0.16 0.03 0.07 -0.14 -0.10 0.09 0.58 

Util_Cons -0.22 -0.05 -0.03 -0.08 -0.06 -0.03 -0.00 0.56 0.08 -0.09 -0.52 

Trade -0.01 0.01 -0.01 0.00 0.02 0.02 0.09 0.13 0.14 -0.01 0.01 

TransportS 0.14 0.08 -0.00 0.01 0.03 0.02 0.03 0.05 0.05 0.00 0.12 

Communcn 0.40 0.04 -0.01 -0.01 0.07 0.04 -0.01 0.12 -0.13 -0.02 0.05 

FinanInsur 0.08 0.04 -0.00 0.01 0.02 0.00 0.02 0.13 0.07 -0.00 0.04 

OthSvcs -0.12 -0.02 0.00 0.00 0.01 0.01 0.02 0.22 0.16 -0.01 -0.04 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023). 



Table 12. Impact of Russia’s Invasion of Ukraine on Output by Sector (%) cont’d…

Region AUS FRA DEU ARG KOR JPN Rest
SEAsia

Rest
Amer

West
Europe MENA SSA ROW

Wheat 2.08 4.01 4.02 3.93 -3.01 -11.96 -7.05 -10.07 -5.55 -4.09 -6.78 -6.11 

OthGrains -0.47 -0.20 -0.23 -0.04 -0.06 -0.08 -0.08 -0.03 -0.05 -0.11 0.00 -0.05 

VegOil 0.29 -0.15 -0.24 0.10 -0.05 -0.16 -0.10 0.02 -0.08 -0.05 0.02 0.00 

Crops 0.03 -0.09 -0.29 -0.02 -0.05 -0.07 -0.08 -0.05 -0.00 -0.06 -0.03 -0.00 

MeatLstk 0.01 -0.05 -0.16 -0.04 -0.04 -0.10 -0.05 -0.04 -0.04 0.00 -0.01 -0.07 

Oil 0.05 0.02 -0.01 0.03 -0.03 -0.02 -0.02 0.02 0.01 0.00 0.01 0.02 

Gas 0.02 -0.01 -0.04 0.01 -0.04 -0.04 -0.05 -0.02 -0.02 -0.03 -0.02 0.00 

Extraction 0.15 0.04 -0.02 0.01 -0.03 0.01 0.01 0.09 0.02 0.04 0.08 0.08 

ProcFood -0.10 -0.10 -0.12 -0.04 -0.18 -0.06 -0.14 -0.05 -0.10 -0.02 -0.06 -0.23 

TextWapp 0.67 0.35 0.16 0.12 0.07 0.18 0.16 0.23 0.31 0.25 0.30 0.52 

WdPapPbl 0.10 0.02 -0.05 0.00 -0.05 -0.00 0.01 0.08 0.03 0.05 0.08 0.10 

PetroCoalPr 0.07 0.01 -0.01 0.01 -0.00 0.00 0.03 0.00 -0.01 0.05 0.03 -0.08 

Chemicals 0.29 0.21 -0.00 0.16 -0.06 0.01 0.03 0.07 0.10 0.12 0.15 0.20 

Metals 0.48 0.20 0.06 0.29 -0.01 0.09 0.10 0.23 0.19 0.12 0.34 0.32 

Electronics 0.90 0.56 0.32 0.45 0.23 0.34 0.31 0.47 0.44 0.43 0.35 0.44 

Machinery 0.47 0.22 0.08 0.33 0.01 0.06 0.07 0.13 0.17 0.13 0.15 0.25 

Autos 0.18 0.10 0.02 0.22 -0.17 -0.05 -0.07 0.00 0.07 0.03 0.06 0.06 

OthMnfc 0.25 0.33 0.06 0.13 -0.00 0.03 0.06 0.14 0.17 0.12 0.25 0.25 

Util_Cons -0.25 -0.23 -0.09 -0.18 -0.05 -0.09 -0.08 -0.17 -0.14 -0.09 -0.15 -0.07 

Trade 0.01 0.01 -0.01 -0.00 -0.00 -0.00 0.02 0.00 -0.00 0.00 0.02 0.01 

TransportS 0.03 0.02 -0.01 0.02 -0.02 -0.01 0.00 0.01 0.01 -0.01 0.03 0.03 

Communcation 0.02 -0.08 -0.04 0.00 -0.02 -0.04 -0.01 0.01 -0.04 -0.00 0.02 0.03 

FinanInsur 0.02 0.02 -0.02 -0.00 -0.01 -0.01 -0.00 0.01 0.01 0.01 0.01 0.02 

-0.01 -0.01 -0.01 -0.01 -0.01 -0.00 -0.00 -0.00 -0.01 -0.00 -0.00 -0.01 

Source: Authors’ simulation using GTAP Database Version 11 (Aguiar et al., 2023).
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Table 12 presents the impact of the Russia-
Ukraine war on output by sector. The results are 
based on calibration using SC3. It is important 
to note that the impact of Russia’s invasion of 
Ukraine on output by sector varies across different 
countries and regions, as shown in Table 12. The 
conflict in Ukraine, known as the "breadbasket 
of Europe", has disrupted agricultural production 
and exports, leading to food shortages and higher 
prices in the region and elsewhere. Sanctions and 
trade restrictions imposed by other countries in 
response to the conflict can lead to reduced export 
opportunities and increased costs for both Russia 
and Ukraine. The actual outcome of output by sector 
would depend on the scale, duration, and intensity 
of the conflict, as well as the measures taken by 
the respective governments and the international 
community to mitigate the economic impact.

Overall, the impact of an increase in wheat 
production by third producers will depend on 
the scale of the increase and the extent of the 
disruption caused by Russia’s invasion of Ukraine. 
It is important to note that the situation can be 
complex, and the interplay of various factors such 
as global demand, transportation logistics, and 
market dynamics will influence the outcomes for 
different economies.

Under the aforementioned varying scenarios, 
varying degrees of decrease in wheat production 
and trade disruptions are anticipated. For SC1, the 
potential impacts of this scenario are a decrease in 
wheat production that affects agricultural exports 
from Ukraine, leading to decreased revenues for 
the country’s economy. SC2 focuses on supporting 
farmers in Ukraine and other wheat-producing 
regions to adopt sustainable agricultural practices 
to enhance resilience in the face of disruptions, 
and encourages research and development 
in agr iculture to improve product ivity and 
adaptability. The focus is also on international 
cooperation and aid; it is necessary to form 
international partnerships to provide humanitarian 
aid and suppor t to regions heavily affected 
by reduced wheat production, and coordinate 
efforts to ensure the efficient distribution of food 
assistance during periods of scarcity.

The potential impacts of SC2 lead to further 
disruptions in Ukraine’s agricultural exports and 
internal supply chains. Other countries dependent 
on Ukrainian wheat may face shortages and 
higher prices for imported agricultural products. 
Inf lat ionary pressures could ar ise in some 
impor ting nations, impacting the economic 
welfare of citizens. The global trade balance could 
shift, with some countries experiencing deficits 
due to higher prices and reduced supplies. 

The results of SC3 show significant disruptions 
in Ukraine’s agricultural sector, with potential 
consequences for food security and domestic 
stability. Countries heavily reliant on Ukrainian 
wheat face acute shortages and soaring prices for 
essential food items. The global trade balance 
experienced substantial shifts, with countries 
facing trade deficits and struggling to secure 
alternative sources for wheat and other agricultural 
products. Increased volatility in commodity 
prices on the global market leads to widespread 
uncertainties for investors and businesses.

Ⅵ. Conclusion 

Russia’s assault on Ukraine, which became a 
full-scale conflict in 2022, has had a significant 
impact on food security globally. We designed 
three scenarios based on the duration of the 
conflict and quantified its potential impacts on 
real GDP, welfare, export volume, import volume, 
trade balance, and output by sector. The war 
has implications beyond the immediate regions, 
impacting various regions, including Turkey, 
Egypt, Georgia, and India.

The invasion of Ukraine has negatively affected 
the real GDP of countries such as France, Egypt, 
Mongolia, and Korea. This has also negatively 
affected countries such as Georgia, Azerbaijan, 
and Egypt that rely on Ukraine’s agricultural 
produce. The conf lict has disrupted economic 
activities, leading to a decline in production and 
investment. Infrastructure damage, displacement 
of people, and disruptions to supply chains have 
hindered economic growth.



The assault has caused a decline in welfare 
for the Ukrainian population. Regions such 
as Egypt, India, Turkey, and Korea are also 
affected negatively by the war. The conflict has 
led to increased poverty rates, limited access 
to basic services, and created humanitar ian 
crises in affected regions. Also, it has negatively 
affected the trade volume of most countries. The 
conf lict has disrupted trade routes, damaged 
infrastructure, and created barriers to international 
trade. As a result, both exports and imports have 
been significantly impacted, leading to a decline 
in trade volume. This has also affected the trade 
volume of other regions, directly or indirectly.

The war has had a mixed impact on Ukraine’s 
trade balance. On the one hand, the disruption to 
exports and imports has led to a decrease in trade 
volume, which can negatively affect the trade 
balance. On the other hand, the conflict has also 
resulted in a decrease in imports, which could help 
improve the trade balance to some extent. The 
Russia-Ukraine conflict has the potential to lead to 
a trade surplus for Ukraine during a recession due 
to disruptions in trade relationships. With reduced 
imports caused by conflict-related factors, Ukraine 
could shift toward boosting domestic production 
to meet internal demand for essential goods. 
This surplus production might then be exported 
to countries facing challenges in accessing their 
usual sources of goods due to conf lict-related 
disruptions, forming a trade surplus.

It  i s  impor t ant  to note that  the precise 
magnitude of these impacts can vary over time, 
depending on the duration and intensity of the 
war, as well as other factors such as government 
policies and international support. Additionally, 
the ongoing nature of the conflict makes it difficult 
to fully assess the long-term consequences for 
Ukraine’s economy. It is important to note that 

the specific impact on each country will depend 
on various factors, including economic ties, 
geopolitical considerations, and the duration and 
intensity of the conflict. Geopolitical dynamics 
and regional stability are crucial in understanding 
how the war may affect Korea, Japan, and China, 
both economically and strategically. 

Policymakers must closely monitor the situa-
tion, implement measures to address potential 
disruptions, and foster international cooperation 
to mitigate the adverse effects on global trade, 
economies, and food security.

The uncertain duration of Russia’s invasion 
of Ukraine complicates the assessment of its 
economic impact. The destruction of the Kakhovka 
dam will have far-reaching consequences beyond 
the loss of agricultural output. It is anticipated to 
disrupt the transportation of essential products 
to global markets, leading to reduced supply and 
increased prices internationally. The severity 
of these implications, along with others, hinges 
on the scale of the dam’s dest r uct ion , the 
extent of agricultural areas impacted, and the 
effectiveness of the responses from governments 
and international organizations in addressing this 
critical situation. 

On food security and agricultural diversifi-
cation, regions dependent on Ukrainian wheat 
imports should explore diversification strategies 
to reduce reliance on a single source. Encouraging 
investment in domestic agriculture to strengthen 
food secu r it y and reduce v u lnerabi l i t y to 
external disruptions is recommended. On trade 
diversification, the essence is to explore alternative 
trading partners to mitigate the impact of reduced 
trade with Ukraine. Fostering trade agreements 
with other wheat-exporting regions to ensure 
a steady supply of wheat dur ing per iods of 
uncertainty is ideal.
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